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Abstract

In this paper, we move beyond individual firm characteristics to explain export
participation and investigate whether firms’ domestic network linkages can facilitate
export entry. Using rich data on buyer-seller linkages in the Belgian production
network, we find that network heterogeneity is a key determinant of the extensive
margin of trade. Firms linked to experienced exporters via their business transaction
network have a key advantage in accessing foreign markets. Network effects however
do not scale with network size. Instead they decrease as the network becomes large.
We show that this pattern is closely linked to negative assortative matching in the
network formation process. This indicates that small instead of large firms benefit
most from network effects on the extensive margin of trade.
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1 Introduction
Export participation remains a rare phenomenon with only 4-5% of firms directly engag-

ing in cross-border trade (Bernard et al., 2007; Dhyne et al., 2015). This concentration of

economic activity at the extensive margin of trade has far-reaching consequences. Low ex-

port participation not only weakens competition in domestic markets by allowing a small

number of exporters to consolidate market power (De Loecker and Warzynski, 2012) but

also severely restricts aggregate export growth (Eaton et al., 2009a). The key question

is therefore to understand why only a handful of firms can overcome entry barriers and

access foreign markets.

This paper aims to contribute to this debate by investigating the importance of hetero-

geneity in firm networks. Traditionally, low export participation has been related to the

presence of sunk entry costs allowing only a select number of firms to be profitable in a

foreign market. This insight sparked an influential literature of heterogeneous firm trade

models which link export entry decisions to individual firm characteristics. Prominent

attributes determining export participation are firm productivity (Melitz, 2003), access

to finance (Manova, 2013), previous experience in similar markets (Albornoz et al., 2012;

Morales et al., 2019) or lower market access costs due to product scope in the destination

(Arkolakis et al., 2021). What all these papers share is that they relate export partic-

ipation to firm-level characteristics. In this paper we ask whether in addition to firm

characteristics, the domestic network to which a firm belongs can also affect the decision

to export. Firms do not operate in isolation but constantly interact with other firms in

their production network. These business transactions connect potential entrants to firms

with direct export experience. If any export-related information diffuses along network

linkages, export participation decisions may not just be governed by a firm’s own char-

acteristics, but also depend on the unique set of interactions occurring in its production

network.

Our paper allows for this network-dimension of firm heterogeneity and empirically inves-

tigates whether export participation is facilitated by buyer-seller interactions in domestic

production networks. Using detailed data from the universe of Belgian firms, we capture
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each firm’s entire domestic production network and export behavior for the years 2002-

2014.

A first stylized fact emerging from the network data and presented in section 2, is a

strong correlation between network heterogeneity and export participation that goes be-

yond firm-level productivity. This correlation suggests that network features may play a

role in a firm’s extensive margin of trade decision. We take the fact as a justification for

introducing network interactions into a stylized model of export entry in which firms are

heterogeneous along both a firm dimension and a network dimension. The key novelty

of the model is to express foreign market access costs as a function of network linkages,

using functional form assumptions inspired by the literature of social networks (Bramoullé

et al., 2009) and spatial economics (Anselin et al., 2008).

In this network-augmented setting, export entry decisions depend both on the firm’s own

characteristics as well as the network it interacts with. Any information that diffuses

through the network and is relevant for lowering market access costs, can enhance export

participation. The framework allows us to separate network effects into different channels

(productivity spillovers vs export market information), control for the specificity of the

exchanged information (same market or exporting in general) and is not constraint by the

spatial proximity of the parties involved1.

From the model, we derive an estimation equation that takes the form of a time-space

recursive model and can readily be taken to the data. The key mechanism we explore

empirically is to what extent current export information available in the network, facil-

itates future access to foreign markets for connected firms. For this purpose, we exploit

changes in the export behavior of network peers2 and define observed entry decisions to

new export destinations as signals which carry valuable entry-related information. We

then assess whether connected firms receiving these signals, show a higher probability of

1We thereby contribute to an existing spillover literature which has studied correlated import and
export behavior of firms located in close geographic proximity (Koenig et al., 2010; Fernandes and Tang,
2014; Bisztray et al., 2018).

2The term network peer in this paper describes any (direct) buyer or supplier interacting with the
firm in the production network. While our main analysis focuses on interactions with buyers (backward
linkages), we also consider linkages to suppliers in section 6.2.4.
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entering the same export destination in the next period.

We initially treat network effects as an externality which implies that both network for-

mation and export signals are assumed to be conditionally exogenous. Afterwards, we

relax this assumption by introducing a network selection model as in Arduini et al. (2015)

and Qu et al. (2017) to control for endogenous network formation and develop a network-

based instrument to control for correlated export behavior that is driven by common

shocks rather than information diffusion.

Using detailed balance sheet, trade transaction and network data from the universe of

Belgian firms, we then empirically estimate the augmented export entry model for the

years 2002-2014.

Our findings show that firm networks are an important determinant of export partic-

ipation. Each incoming export signal on average increases the entry probability for a

particular market in the next period by 0.43 percentage points. This effect is equivalent

to a 13% increase in productivity of the signal-receiving firm. Signals have no impact on

export entry beyond the export destination they originate from. This not only suggests

that network effects and entry barriers are highly destination-specific but also underlines

the notion that determinants of export participation are both generated within and out-

side of the firm.

A second stylized fact compares the prevalence of exporting in small and large networks

to study how network effects scale with the size of the network. While firms with larger

networks mechanically interact with a larger number of exporters, the data show that

the share of exporters in the network decreases as the network grows. This increasing

exposure to non-exporters generates network noise which acts as an attenuating force for

the beneficial impact of export signals.

We show that a falling signal to noise ratio is a direct consequence of negative assortative

matching in the underlying network formation process and present empirical evidence

that this contributes to a dampened impact of export signals in large networks. This

finding highlights an important difference in how firm and network heterogeneity affect

the extensive margin of trade. While all firms benefit from higher levels of productivity,
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network effects appear to be particularly important to connect small firms (with smaller

networks) to foreign markets.

By stressing the role of domestic network heterogeneity for the extensive margin of trade,

our paper contributes to three broad strands of literature. A first strand studies buyer-

seller linkages and sheds light on the role of search costs, matching frictions and two-sided

firm heterogeneity in the formation of production networks (Bernard et al., 2022; Dhyne

et al., 2021; Panigrahi, 2022; Arkolakis et al., 2023; Huang et al., 2022; Fontaine et al.,

2023; Chaney, 2014; Eaton et al., 2022; Bernard et al., 2018). We contribute to this lit-

erature by highlighting that diffusion in domestic networks facilitates export entry. This

shows that domestic networks play an active role in the formation of international net-

works. The success of forming international linkages, therefore directly depends on a

firm’s domestic linkages.

A second strand this paper relates to is a literature on trade intermediation which has em-

phasized the role of wholesalers in connecting domestic firms to foreign markets (Bernard

et al., 2010; Ahn et al., 2011; Fujii et al., 2017; Bernard et al., 2018; Connell et al., 2019;

Ganapati, 2021). Our results show that business interactions with any firm, including

non-wholesalers, can promote export participation suggesting that information diffusion

is a much broader mechanism than previously thought.

Finally, a third strand is the vast literature on peer effects in networks (Advani and Malde,

2018; Bramoullé et al., 2020) which has come up with flexible empirical frameworks to

relate individual agent outcomes to network activity. By introducing network linkages to

a context of international trade, we not only showcase the usefulness of the framework

across different economic domains, but also find a close relationship between the process

governing the formation of network linkages and the resulting network effects. The type

of network formation is highly context specific. We study a business transaction network

which features negative assortative matching among agents and show that this feature

contributes to a negative relationship between marginal network effects and network size.

Had the network in question been a social one which often feature positive assortative

matching, network effects would have instead steadily increased with network size. A
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priori knowledge about the type of network assortativity can therefore help to form pre-

dictions about the expected direction of network effects.

This paper has 8 sections. Section 2 shows a number of stylized facts linking network

heterogeneity to export participation. Section 3 presents a stylized model of export entry

with network interactions. Section 4 describes data sources and sample selection proce-

dures. Section 5 discusses identification and estimation of our augmented entry model.

Results are presented in section 6 and discussed in section 7. The last section concludes.

2 Stylized facts
Before formally introducing networks to the entry model in the next section, we first

present two stylized facts that suggest that network heterogeneity is not simply a primi-

tive of firm productivity and closely related to export participation.

Figure 1 illustrates our first stylized fact. It uses Belgian firm-level data, explained in

detail in section 4.1 and plots the average number of domestic buyer-seller linkages for

sellers in a given productivity decile. Both the left and the right side panel plot the num-

ber of network linkages of non-exporting (blue triangles) and exporting (red dots) sellers.

The vertical distance between both lines represents the difference in network size. The

panel on the left plots this difference for the entire buyer network of the seller while the

right panel does the same for the subset of linkages which involve exporting buyers.

Focusing on the left panel we observe two patterns. Firstly, across seller types the total

number of linkages seems to increase in seller productivity. This pattern is common to

production networks (Bernard and Zi, 2022). High productivity sellers are likely to at-

tract more buyers because they can charge lower prices or offer better quality than their

competitors. Secondly, we see that non-exporting and exporting sellers interact with a

different number of buyers. Across productivity deciles, the average network size premium

of exporting sellers (vertical distance between both lines) amounts to 27%. This indicates

that exporting sellers overall seem to have more network interactions than domestic sell-

ers, even after controlling for firm productivity.

This difference increases dramatically when we move to the panel on the right, which
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Figure 1: Buyer-Seller linkages by TFP decile

Note: This Figure shows the average number of buyers that a seller in a given productivity decile interacts
with. Seller productivity is computed using the approach of Levinsohn and Petrin (2003). Sellers are
separated into non-exporters (triangles) and exporters (dots). The left panel shows linkages to any buyer,
while the panel on the right, focuses on the subset of linkages involving buyers that export. The Figure
uses production network data of Belgian firms explained in detail in section 4.1.

focuses on seller linkages to exporting buyers. Network linkages with exporters appear

to be much more common for firms that are exporters themselves. Domestic firms (non-

exporting sellers) are much less likely to interact with exporters, which increases the

average network size premium of exporting sellers to 103%. This significant wedge in

network interactions of non-exporting and exporting sellers cannot be explained by seller

productivity (which we condition on) or total network size (as seen on the left side panel)

and holds for both incumbent and first-time exporting sellers (as shown in appendix figure

11). We summarize this finding as follows:

Stylized fact 1: Comparing exporting to non-exporting sellers in the domestic network,

we find that the average exporting seller, has twice as many linkages to exporting buyers,

even after controlling for seller productivity

This strong correlation between a seller’s export status and linkages to exporters, is a

first indication that network heterogeneity might be related to foreign market access.

This could be the case if there are information spillovers within the network of exporting

firms that facilitate export entry of connected firms. To investigate this channel, we for-

mally introduce network interactions to a standard export entry framework in section 3.2.
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Figure 2: Seller network size and mean buyer export probability in 2014

Note: This figure shows the average share of exporting buyers for sellers in a given network size decile.
The left panel shows linkages of sellers that have been exporting prior to 2014. The right panel focuses on
the subset of sellers that started to export in 2014. The figure uses production network data of Belgian
firms explained in detail in section 4.1.

The empirical specification derived from the model will allow us to explore any causal

link between a firm’s network and its export participation.

A second stylized fact shows how networks change as they become larger. From Figure

1, we can see that more productive sellers have larger networks and are connected to a

larger number of exporting buyers as indicated by the upward sloping lines. This positive

correlation between seller and network size however does not mean that the average per-

formance of buyers in a large network is superior to buyers in a small network. In fact,

seller productivity (and network size) is inversely related to average buyer productivity -

a common pattern in production networks also known as negative assortative matching

(Bernard and Zi, 2022; Bernard et al., 2022). Applied to our setting where we focus on

network linkages to exporters, it manifests as a negative correlation between a seller’s

network size and the share of exporting buyers in the network.

Figure 2 shows this relationship for both sellers with extensive export experience and

those that just started to export for the very first time in 2014. In both cases the share

of exporting buyers decreases with network size. This pattern holds across years, seller

types and different buyer characteristics such as sales, employment, productivity or the
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number of export starts as shown in appendix A.4. This leads to our second stylized fact:

Stylized fact 2: Sellers with larger networks have more linkages to exporters but the

overall share of exporting buyers in the network is smaller.

This distinction between absolute and relative export exposure through network link-

ages is important because it suggest that network benefits might not scale with network

size. We therefore incorporate both approaches in our theoretical framework which is

introduced in the following section.

3 Theoretical framework
Our goal is to assess whether foreign market access not only depends on firm characteris-

tics but also benefits from network interactions in the domestic production network. We

therefore need a theoretical framework which relates export entry decisions to both di-

mensions of firm heterogeneity. While the former is a standard component in most trade

models since the seminal contribution of Melitz (2003), heterogeneity in firm networks

only recently attracted attention in the trade literature3 and has commonly not been

considered as a direct determinant of export participation4.

For this purpose, we start with a stylized model of export entry where firms initially only

differ in productivity. We then introduce network interactions, by allowing entry barriers

to vary with the amount of export information received from the network. Firms that

receive more information are more likely to enter foreign markets because a larger share

of the initial cost burden is offset by incoming export information. The model produces

an intuitive estimation equation that can be readily taken to the data. An extended

discussion of model identification is deferred to section 5.1.

3.1 Baseline entry framework

We follow Koenig (2009) to study the decision of firm i to enter a specific foreign market

d. In this stylized setting, firms have absolute certainty about their expected profits Πid,t

3For an overview of the role of networks in international trade see Chaney (2016).
4Notable exceptions are Connell et al. (2019) who relate export entry decisions to interactions with

wholesalers.
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but face sunk entry costs fd whenever entering a foreign market. A firm will start to

export if the present value of profits (assuming constant discount factor r) exceeds the

costs of entry. The probability to enter market d is thus

Pr(yid,t = 1) = Pr

(
Πid,t

r
> fd

)
(1)

Firms face a trade-off between costs and benefits of exporting to the foreign market and

their ultimate decision will rest on the relative strength of both elements. Suppressing

time subscript t, firm profits in market d can be described as

Πid = pidqid − aiwiqid

The first term on the right-hand side represents firm sales as the product of price pid and

demand qid in the foreign market whereas the second describes the production costs which

per unit of demanded quantity qid amount to wiai, the product of nominal wages wi and

inverse productivity ai5.

The model relies on a canonical setting where single product firms operate under monop-

olistic competition and consumers have CES utility which means the demand for firm i’s

products in market d is given by qid = p−σ
id P

σ−1
d µdEd where P σ−1

d =
[∫

l
p1−σ
ld dl

] 1
1−σ repre-

sents the price index in market d, σ is the elasticity of substitution, µd is the expenditure

share devoted to the representative industry and Ed denotes the level of income in d. The

optimal mill price charged by firm i in this setting is pi = σ
σ−1

aiwi as a constant markup

over marginal costs aiwi. The final price faced by foreign consumers is pid = piτd where

τd represents ad-valorem iceberg-type trade costs related to shipping goods to market d.

The profit of firm i in foreign market d is therefore

Πid =

[
aiwiτd

(σ − 1)P 1−σ
d

]1−σ

µdEd (2)

5The units of labor needed to produce one unit of qi.
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Plugging Πid into 1 and assuming (for now) that entry barriers fd are common to all

prospective entrants we can express a firm’s entry decision as

Pr(yid,t = 1) = Pr

[ ai,twi,tτd,t

(σ − 1)P 1−σ
d,t

]1−σ
µd,tEd,t

r
− fd > 0

 (3)

Equation 3 illustrates that in the canonical setting all sources of firm heterogeneity are

generated from firm-level characteristics, namely wages wi,t and (inverse) productivity

ai,t. This is emblematic of Melitz (2003) type trade models in which firm productivity is

the key determinant in explaining the sorting of firms into exporters and non-exporters.

Similarly, the Koenig (2009) model6 predicts that firms with higher productivity (lower

ai,t) are more likely to start exporting in the presence of common entry costs fd.

3.2 Augmented entry framework with network interactions

We treat each firm i’s domestic network as a pool of information the firm can draw

from. Information about foreign markets is generated by export starters. Each time

a firm j in the network of firm i starts to export to a new destination d for the first

time, it needs to pay sunk entry cost fd. This includes expenses to assess local demand

preferences, search costs to identify foreign retailers and administrative costs related to

obtaining mandatory certification for imported products or other non-tariff barriers. Each

of these cost components involve a non-negligible share of information. An export start

therefore generates valuable information within firm j for one particular market. We

allow this information to diffuse along network linkages sij to connected firms i which

treat incoming information as an export signal. Signals reduce market access costs and

can thereby alter the export behavior of the signal-receiving firm. Our diffusion process

therefore involves an export signal which is initiated by an export start yjd, propagates

along network linkages sij and lowers entry barriers fd of firms i. Information is assumed

6The Koenig (2009) model describes the behavior of export starters which excludes firms that choose
to never export (yid = 0 ∀ t) or export continuously (yid = 1 ∀ t). By focusing on export profit, it also
abstracts from modeling domestic market participation as in Melitz (2003). Despite these simplifications,
entry equation 3 captures key characteristics of Melitz-type models by linking entry to firm productivity
and sunk entry cost.
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to diffuse immediately7 and is formally treated as an externality8 which enters firm i’s

entry equation 1, expressed in logs

Pr(yid,t = 1) = Pr(lnΠid,t > ln r + ln fd) (4)

via entry cost term ln fd. This is achieved by making a functional form assumption which

is inspired by the literature on social networks (Bramoullé et al., 2009; Calvó-Armengol

et al., 2009) and explicitly expresses entry costs as a function of firm i’s individual network

ln fid,t = αd − δ
∑
j

s̄ij,txj,t − β
∑
j

sij,tyjd,t (5)

where αd denotes sunk entry costs incurred in market d, xj,t represents time-varying peer

characteristics, yjd,t is an indicator variable9 for export starts of network peers and sij,t

(s̄ij,t) are elements of a (row-normalized) binary interaction matrix St
10 which captures

all domestic firm-to-firm interactions in the economy in year t.

In this setting, network interactions can affect firm i’s entry decision in two distinct ways.

First, we allow entry costs fid to directly respond to the average characteristics xj of firms

in the network11. This channel controls for network effects unrelated to the diffusion of

export signals such as productivity spillovers and creates additional variation in entry

barriers at the firm level. Network interactions with productive peers can thereby lead to

7Our empirical specification relies on annual firm-to-firm interactions. Immediate diffusion in this
context means signals reach a connected firm i within the same calendar year as the export start of firm
j.

8Treating network effects as an externality to market access costs assumes that the formation of
domestic buyer-seller linkages is not driven by a strategic motive to learn about foreign markets. Our
framework therefore abstracts from models with network games (König et al., 2019) where optimal firm
and network behavior is interdependent due to the presence of strategic complementarities or models
with strategic network formation (Badev, 2021; Hsieh et al., 2020) where firms anticipate network effects
when choosing which agents to interact with. While we do not allow linkages to form endogenously with
the intent to learn, we do account for endogenous network formation that arises from unobserved shocks
which simultaneously affect network formation and export entry in section 5.3.

9We refrain from weighting export signals due lack of a theory-consistent weighting scheme. Instead,
we explore signal heterogeneity empirically in section 6.2 by studying how network effects differ across a
range of peer and linkage characteristics.

10We will describe interaction matrix St in more detail in section 4.1.
11We follow the standard convention of the social network literature and assume sunk entry costs

respond to average rather than aggregate characteristics in firm i’s network. This is achieved by row-
normalizing entries in interaction matrix St such that

∑
j s̄ij = 1. As we are assuming all sij ∈ {0, 1} in

our empirical setting,
∑

j s̄ijxj simply represents an unweighted average of characteristics of all firms j
in the network of firm i.
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different entry barriers across individual firms i but not across export destinations.

Second, we allow entry costs to depend on export signals yjd received from the network.

The term
∑

j sij,tyjd,t counts the number of incoming export signals by destination. Given

that the information contained in export signals will always be destination-specific, we

only expect signals to lower entry barriers for the market they originate from. To dis-

tinguish between the impact of signals on market access costs of the same and other

destinations, we divide them into matching and non-matching export signals and explore

the relevance of each signal type empirically in section 6. Together, the combination of

a unique set of network linkages (sij) and destination-specific export signals (yjd) create

additional variation in entry barriers at the firm-destination level (fid). Two firms with

identical productivity levels (xi) interacting with equally productive peer groups (xj) can

therefore still take different export decisions because they face different entry barriers

across export destinations.

3.3 Signal intensity, clarity and network noise
An important advantage of our augmented framework is the ability to flexibly nest dif-

ferent types of diffusion processes. The only element we need to change is the definition

of export signals in equation 5. To illustrate the different approaches we introduce three

definitions:

signal intensity =
∑
j

sij,tyjd,t

signal clarity =
∑
j

s̄ij,tyjd,t =
signal intensity∑

j sij,t

network noise = 1− signal clarity

If we want to relate export entry to the absolute amount of network diffusion, a signal

intensity specification which simply counts the number of incoming export signals is most

appropriate. If we are instead interested in the relative amount of network diffusion, a

signal clarity specification is more relevant to use. Here we divide the number export

signals by the total number of network linkages. The resulting measure tells us what

share of network linkages provide an export signal for market d in any given period.
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In a context of export participation, firm-to-firm interactions that do not yield export

signals can be considered as network noise because these interactions do not contribute

to lower entry barriers but still take up time and resources of firm i. Our definition of

signal clarity therefore accounts for network noise as a potentially attenuating force in

the network diffusion process. The distinction between signal intensity and signal clarity

becomes important to understand diverging network effects for firms with small and large

networks which are explained in detail in section 6.3.

3.4 Empirical framework

To arrive at our estimation equation, we adjust equation 5 to the type of diffusion process

we want to explore and plug equations 5 and 2 into equation 4. We denote vectors in

bold and scalars in plain typeface. This yields our empirical entry equation

Pr(yid,t = 1) = Pr

(
γ ′xid,t + δ′

∑
j

s̄ij,txj,t + β
∑
j

sij,tyjd,t − αd − εid,t > 0

)
(7)

where vectors xid,t
12 and xj,t collect seller and buyer characteristics related to export

entry, γ, δ and β are parameter (vectors) to be estimated and εid,t is an ideosyncratic

error term. This equation closely resembles models from the peer effects (Manski, 1993;

Bramoullé et al., 2009) and spatial economics (Anselin et al., 2008; Qu and Lee, 2015)

literature where it is commonly referred to as a spatial autoregressive (SAR) model with

panel data. Both strands guide our identification strategy which is discussed in section

5.1.

4 Data, empirical setting and descriptive statistics
In this section we first describe our main data sources and link them to the augmented

framework derived above. We then present descriptive statistics to illustrate how network

heterogeneity shapes the diffusion of export information among Belgian firms.

12xid,t = (1− σ)(ln ai,t + lnwi,t + ln τd,t − (σ − 1) lnP 1−σ
d,t ) + lnµd,t + lnEd,t.
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4.1 Data sources and sample selection

At the center of our analysis are three administrative datasets which are linked via unique

firm identifiers and capture characteristics, export behavior and network interactions of

Belgian firms for the years 2002 – 2014. Firstly, we use the Annual Account Filings

database (National Bank of Belgium, 2002–2014a) which collects balance sheet informa-

tion such as sales, revenues, input costs (labor, capital, material), 4-digit industry codes

(NACE), zip code and ownership information from mandatory annual account filings of all

firms operating in Belgium. We complement firm characteristics with annual import and

export transaction data at HS6 product-level from the International Trade Dataset (Na-

tional Bank of Belgium, 2002–2014b) which combines information from customs records

and intra-EU trade declarations13. Together, balance sheet and trade data provide a de-

tailed picture of performance and export activity of Belgian firms but do not grant any

insights into firm-to-firm interactions. To fill this gap, we use the Business-to-Business

Transactions Dataset (National Bank of Belgium, 2002–2014c) which records any buyer-

seller transaction of firms operating in Belgium, provided the annual transaction value

amounts to at least 250e14. Belgian firms are required by law to file a breakdown of

their annual sales by each individual buyer which allows us to identify individual firms

involved in each transaction and thereby capture virtually all firm-to-firm interactions at

an annual interval. To handle the vast amount of information contained in the combined

dataset we implement important sample restrictions along firm, destination and network

dimensions.

At the firm level, we follow the sample selection procedure of Dhyne et al. (2021) which

significantly reduces the sample size while remaining very close to aggregate national

statistics. In a first step this involves exploiting ownership information to single out ob-

servations that have unique identifiers but ultimately relate to the same firm. Identifiers

in the data are constructed from value-added tax (VAT) numbers and some firms choose

13Intra- and extra-EU transactions have different reporting thresholds which are explained in appendix
B.1

14For a detailed description of the dataset we refer to Dhyne et al. (2015)
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to use multiple VAT numbers for tax or accounting purposes. We aggregate these entries

to the level of the firm which reduces the number of observations by around 4%. The sec-

ond step of the selection procedure was originally introduced by De Loecker et al. (2014)

and restricts our sample to firms with at least one full-time employee, more than 100e

of tangible assets, positive total assets in at least one reported year and positive labor

costs and output. This step alone excludes more than 80% of the remaining observations

as many firms in the original data are one-person companies15. The remaining sample

is identical to the one used in Dhyne et al. (2021), includes between 90k-100k firms per

year and remains very close to aggregate statistics in terms of value added, gross output,

exports, and imports16.

At the destination level, we only consider market access decisions for destinations outside

the European Economic Area (EEA) as information frictions are expected to represent a

much larger barrier to entry compared to highly integrated EEA countries17. Non-EEA

destinations on average account for roughly two-thirds of all export starts of Belgian firms

which means our sample still captures the majority of activity at the extensive margin of

trade. We follow Koenig (2009) and define an export start as a transaction to a destination

which has not been served by the firm in the previous two years. Resuming exports to a

foreign market after a single year of inactivity therefore are not treated as export starts18.

This ensures that sufficient time has passed for market conditions to change such that

information costs again become a relevant barrier to entry19. For our sample this implies

that all observations of the first two years are dropped reducing the sample time frame

15In 2012 there are 750,100 firms reporting less than 1 full-time employee.
16For a detailed comparison with aggregate statistics we refer to Table 1 in Dhyne et al. (2021)
17The list of EEA countries includes Greece, Lithuania, Portugal, Bulgaria, Spain, Luxembourg, Ro-

mania, Czech Republic, Hungary, Slovenia, Denmark, Croatia, Malta, Slovakia, Germany, Italy, the
Netherlands, Finland, Estonia, Cyprus, Austria, Sweden, Ireland, Latvia, Poland, the United Kingdom,
Norway, Liechtenstein, Switzerland, Iceland. We disregard all export transactions of Belgian firms to any
of these countries for all sample years.

18Note that this allows for restarts within firm-destination pairs. In practice only 11% of entries are
restarts.

19We assume that firms gather entry-related information upon entry. Firms that reenter after a single
year of inactivity still possess very recent entry information and could benefit from their previous experi-
ence. By enforcing a 2-year period of inactivity we assume that entry requirements, consumer preference
and non-tariff barriers in the destination have sufficiently changed such that information again presents
a barrier to entry.

15



to 2004-2014. Further, we only consider firm-destination pairs with at least one export

start across years to facilitate comparability across different estimation approaches20.

At the network level, we start by characterizing the main network components. A network

is defined as a collection of nodes and edges which in our case are represented by firms

and their business transactions. Transactions (edges) therefore link firms (nodes) to each

other and the transaction value (edge weight) gives an indication about the respective

strength of each network interaction. In production networks edges are always directed

because each firm involved in a transaction either acts as a buyer or a seller. In our

setting, we need to distinguish between two distinct types of direction. First, the flow

of goods and services from sellers to buyers along the supply chain which we define as

a forward linkage. Second, the flow of money for goods and services sent from buyers

to sellers which we define as a backward linkage. This distinction is important because

network externalities in principle could go in either direction. In this paper we focus

on information diffusion along backward linkages meaning sellers learn from their buy-

ers. This direction has been identified as the most relevant one for information diffusion

by the preceding export (Choquette and Meinen, 2015) and productivity (Javorcik and

Spatareanu, 2011) spillover literature and is favored in our empirical setting. We expect

sellers to care less about which buyers they sell to which in turn creates little incentive for

them to communicate export-related information along forward linkages. Buyers on the

other hand are expected to care about their suppliers as their own performance depends

on the quality of sourced inputs. Information in our empirical setting mainly diffuses

from buyers to sellers but we offer additional results for alternative diffusion directions in

appendix C.4.

While this clearly denotes which firms emit and receive export signals, in practice it is

unlikely that all buyer-seller interactions meaningfully contribute to the diffusion of ex-

port signals. Suppliers which only account for a small share of total buyer sourcing may

20Logistic regressions require variation in the outcome variable. To facilitate a comparison with results
from a linear probability model, we require at least one export start within each firm-destination pair
which ensures sufficient variation for logistic regressions and allow to use the same sample for both
estimation methods.
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receive no information because the small transaction size does not necessitate any com-

munication with buyers or indicates a low level of importance attached to the sourced

input. We therefore need to distinguish between relevant and non-relevant network link-

ages and exclude those which are too small to play any meaningful role for the diffusion

of export signals. To do so we compute the share of total buyer sourcing accounted for

by individual suppliers as

νij,t =
κij,t∑
j κij,t

where κij,t represents the value of annual transactions between seller i and buyer j in

year t taken from transaction value matrix Kt. An interaction is defined as relevant for

diffusion if suppliers account for at least 1% of buyer sourcing. Interactions that account

for less than 1% of buyer sourcing21 are treated as irrelevant for information diffusion

and are excluded from the sample22. Applying this rule to all entries of transaction value

matrix Kt leads to a binary interaction matrix St
23 with elements

sij,t =


1, νij,t ≥ 1%

0, otherwise

Each row of matrix St contains linkages of seller i and the row sum indicates the number

of buyers j a seller interacts with each year. As customary, self-links are not allowed

which means all diagonal elements sii are set to zero.

4.2 Descriptive statistics

After implementing firm, destination and network restrictions our final sample contains

characteristics of around 62,000 firms, 25,000 export starts to 188 non-EEA destinations

and more than 1,000,000 firm-to-firm interactions per year between 2004 and 2014. The

21Our empirical results are robust to alternative thresholds as demonstrated in section 6.2.3.
22Our network sample is also subject to the firm-level restrictions described above which exclude 52% of

network linkages from the sample. Of the remaining interactions, non-relevant linkages account for 85%
in number but only make up 8% of total buyer sourcing. The network restriction therefore retains the
majority of sourcing value νij,t which is our key indicator of diffusion probability and greatly facilitates
the analysis by reducing the overall sample size.

23Our baseline model does not differentiate between transactions beyond the 1% threshold. To learn
more about the role of interaction strength for network externalities, please see section 6.2.4.
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combined data allows us to trace the diffusion of export signals along network linkages

and relate it to the export entry behavior of Belgian firms. To understand how each data

source contributes to this analysis we present descriptive evidence about firm behavior at

the extensive margin of trade, the prevalence of signal diffusion and the role of network

structure for the diffusion process.

4.2.1 Extensive margin of trade

Figure 3 shows the geographic dispersion of non-EEA export starts of Belgian firms be-

tween 2004-2014. Export decisions follow the rules of gravity and mainly occur in markets

that are attractive due to their large size or limited distance to Belgium. One exception

is the concentration of export entry in the Democratic Republic of the Congo. As a for-

mer colony the country retains strong ties to Belgium which potentially facilitates market

access for Belgian exporters. Another important pattern shown in appendix A.1 is dis-

tribution of export entry across geographic regions. While large countries like the US

individually still account for the largest number of export starts, the graph shows that

more than two-thirds of non-EEA entries occur in Africa and Asia. As these blocks com-

prise a large number of countries with different import regulations, consumer preferences

and local supply networks, we expect entry-related information costs for these destina-

tions to be high. This emphasizes the role of network externalities as many Belgian firms

may want to reach the large consumers base in these emerging markets but lack the ability

to overcome entry barriers.

Figure 3: Geographic distribution of export starts (2004-2014)
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4.2.2 Prevalence of export signals

Table 1: Share of firms receiving export signals

per year 2004-2014

signals any signal matching signal any signal matching signal

0 0.777 0.945 0.555 0.740
1 0.077 0.041 0.057 0.074
2 0.041 0.008 0.040 0.035
3 0.026 0.003 0.029 0.023
4 0.017 0.001 0.024 0.017
5 0.012 0.001 0.020 0.012
more than 5 0.045 0 0.248 0.081

Number of firms: 61,685

This table indicates the share of firms that receive export signals in a single year and over the whole
sample period. Matching signals represent the subset of total signals that originate in the same market
as the subsequent export entry. Any signal here refers to the sum of matching and non-matching signals.

The data allows us to identify over 728,000 export signals received by sellers between

2004-2014. We distinguish between matching and non-matching export signals to indi-

cate whether the origin of an incoming signal matches the destination of a seller’s subse-

quent export start. Matching signals therefore represent information of direct relevance

to foreign market access whereas non-matching signals capture the general availability of

export-related information in the network.

Table 1 illustrates the prevalence of both signal types in each year and over the entire

sample period. A first insight is that despite the large number of signals identified, a ma-

jority of sellers do not receive any export signals. Each year only 5.5% of sellers (around

3,390 firms) benefit from matching export signals which emphasizes that many entry de-

cisions are still taken in absence of network externalities. This means there remains a

large amount of cross-sectional variation we can exploit for our empirical analysis24. Sec-

ond, the distribution of firms receiving export signals appears to be highly skewed. Over

the entire sample period roughly one half of all sellers do not receive any signals while a

24If most sellers received export signals in every period, identification of network externalities would
mostly rely on within-firm variation in incoming export signals over time. Table 1 shows that our analysis
can rely on both within- and between-firm variation when estimating network effects.
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quarter of them receive more than 525.

4.2.3 Network externalities

Figure 4: Network externalities and network size

(a) signal intensity (b) signal clarity

Note: The graphs show our empirical measures of network externalities which are defined in section 3.3.

The concentration of information diffusion among a small number of sellers shown above

is directly related to the underlying linkage distribution. While seller networks on aver-

age consist of 14 different buyers including 2 exporters and 1 export starter, the overall

distribution of seller linkages is highly skewed26. Figure 12 in appendix A.3 shows that

while 5% of sellers only maintain a single network interaction, sellers in the top decile on

average have over 100 linkages to buyers in 2014. These vast differences in network size

are closely related to seller characteristics. As shown in stylized fact 1, sellers with higher

productivity on average interact with more buyers - a common pattern in production net-

works (Bernard and Zi, 2022; Bernard et al., 2022). Productive sellers can offer products

at better quality or lower prices and thereby attract a larger number of buyers.

In a context of information diffusion, this positive association between seller productivity

and network size directly determines which sellers receive the largest number of export

25The full distribution of export signals is shown in appendix A.2.
26Seller linkages to exporters and export starters are equally skewed as seen in appendix A.3.
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signals. Productive sellers with large networks mechanically receive more export signals

as each additional linkage is increasing probability of signal diffusion. Signal intensity is

therefore increasing in network size as shown in Figure 4a. This absolute advantage of

large networks however can be misleading. As shown in the stylized fact section 2, the

share of exporters in the network is decreasing with network size. While a larger network

provides more information in absolute terms, the relative amount for information per

linkage (signal clarity) is decreasing as seen in Figure 4b. This indicates that network

effects may not linearly increase in network size which we will account for empirically.

5 Econometric framework
In a previous section, we introduced network interactions to a standard model of export

entry. This resulted in an estimable equation 7 which shows how export decisions of

sellers are affected by the seller’s own characteristics, the characteristics of its buyers and

the buyers’ export experience. The estimation of the causal impact of networks on seller

outcomes poses new identification challenges. However, many of these challenges resem-

ble common and well-known econometric problems which now need to be addressed in a

network context.

A first challenge is a simultaneity issue due to contemporaneous buyer-seller behavior

which can prevent a separate identification of general and information-specific network

effects. We address this reflection problem27 in section 5.1.1 by showing that our network

setting meets formal identification conditions and introduce a temporal lag to break the si-

multaneity of buyer-seller actions. A second challenge are unobserved shocks which create

correlation in (lagged) buyer and seller behavior and lead to endogenous export signals.

Section 5.1.2 tackles these correlated effects by a combination of high-dimensional fixed

effects and the introduction of an instrument that exploits indirect linkages to control for

endogenous export behavior of direct linkages. This type of instrument is commonly used

to identify network effects in social networks but now adjusted to a context of international

27Our identification strategy builds on previous work in social networks and spatial economics
(Bramoullé et al., 2020; Advani and Malde, 2018) and therefore adopts terminology common to that
literature. All italic terms are explained in detail in the following sections.
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trade. A third and last challenge are endogenous network linkages. In section 5.3, we de-

velop a network selection model to account for the presence of unobservables affecting

both the formation of domestic (production network) and cross-border (exporting) link-

ages. The resulting selection correction term takes the familiar form of a Heckman-type

mills ratio and can control for selection bias in presence of endogenous network formation.

We discuss each of these challenges sequentially to dissect one issue at a time. After each

step, we update our estimation equation. The final estimation equation is discussed in

section 5.2.

5.1 Identification

We start by rewriting entry equation 7 in matrix notation. All firm characteristics and ex-

port starts in a given year are collected in matricesXt and Yt, and superscripts indicate the

underlying source of variation. Using St and S̄t to indicate standard and row-normalized

binary interaction matrices we get

Pr
(
Y

(id)
t = 1

)
= Pr

(
γ ′X

(i)
t + δ′S̄tX

(j)
t + βStY

(jd)
t − αd + εt > 0

)
(8a)

and

Pr
(
Y

(id)
t = 1

)
= Pr

(
γ ′X

(i)
t + δ′S̄tX

(j)
t + βS̄tY

(jd)
t − αd + εt > 0

)
(8b)

for signal intensity (StY
(jd)
t ) and clarity (S̄tY

(jd)
t ) respectively. Following the terminology

of the peer effects literature these are commonly known as local-aggregate and local-

average models and here only differ in their treatment of network noise as discussed in

section 3.3. Both allow networks to affect seller outcomes in two distinct ways. First, in

the form of contextual peer effects which relate seller outcomes to buyer characteristics,

captured by δ. These capture general externalities unrelated to export information such

as productivity spillovers. Second, in the form of endogenous peer effects (β) which rep-

resent signal intensity (8a) or clarity (8b).

In this section, we start by assuming E(εt|Xt, St) = 0 which means networks form exoge-

nously after conditioning on observable firm characteristics. This assumption is relaxed

in section 5.3 where we control for endogenous network formation more formally.
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5.1.1 The reflection problem

A first challenge arises from the joint determination of buyer and seller outcomes Yt. If

both terms enter the equations 8a and 8b contemporaneously, common shocks can lead

to a simultaneity of buyer and seller export behavior. This well-known reflection prob-

lem (Manski, 1993) can prevent the separate identification of contextual and endogenous

peer effects δ and β if individual firm networks do not sufficiently overlap28. In that case

firm-to-firm linkages create separated network clusters in which firms only interact with

members of the same cluster but have no linkages with firms in other clusters. If firms then

experience a common shock, contextual and endogenous network effects become perfectly

collinear as all firms within the same cluster act simultaneously and there is no variation

from cross-cluster linkages to separately determine the impact of each network channel.

The separate identification of both network effects is of particular importance in our

setting, as we want to ensure that our main coefficient of interest β does not capture

general spillover effects unrelated to export information. Bramoullé et al. (2009) and

(Liu et al., 2014) show how this can be achieved in network settings for local-average and

local-aggregate models respectively. In a local-average model contextual and endogenous

network effects are identified if identity matrix I, and interaction matrices S, and S2 are

linearly independent. In a local-aggregate model, separate identification requires the row

sums of S to be non-constant and linear independence between I, S, S̄ and SS̄. Both

sets of conditions are met in our setting as linkages in production networks are typically

unidirectional which ensures linear independence of network matrices due to the presence

of intransitive triads29 and the fact that each seller interacts with a different number of

buyers leading to a non-constant rowsum of S.

Despite meeting the general conditions to identify network effects in a contemporaneous

setting, we take a different approach because sellers are expected to respond to incoming

export signals with delay. Assuming a temporal lag between signal reception and response

28In our setting, firm networks do not overlap if sellers act as exclusive suppliers for all buyers in their
network and buyers themselves source but do not sell (= have positive indegree but zero outdegree).

29An intransitive triad describes a network structure where firm A interacts with firm B, B interacts
with firm C. It is called intransitive if there is no direct interaction between A and C.
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is more realistic in our setting as sellers may take time to process information and ad-

just their production processes before entering a foreign market. Empirically, a delayed

response also mitigates concerns related to the timing of buyer and seller export starts

within the same year by ensuring that all sellers have sufficient time to react irrespective

of the exact time a signal was received30. The same is true for contextual peer effects.

Lagging both network effects changes our equations for signal intensity and signal clarity

to

Pr
(
Y

(id)
t = 1

)
= Pr

(
γ ′X

(i)
t + δ′S̄t−1X

(j)
t−1 + βSt−1Y

(jd)
t−1 − αd + εt > 0

)
(9a)

and

Pr
(
Y

(id)
t = 1

)
= Pr

(
γ ′X

(i)
t + δ′S̄t−1X

(j)
t−1 + βS̄t−1Y

(jd)
t−1 − αd + εt > 0

)
(9b)

Buyer and seller export starts now no longer occur simultaneously which resolves issues

related to Manski’s reflection problem. Conceptually, the change also marks a departure

from the local-aggregate and local-average models of the peer effects literature. Instead, it

brings our approach closer to time-space recursive models31 studied in spatial economics

(Anselin et al., 2008; Halleck Vega and Elhorst, 2017) where current outcomes Yt are re-

lated to past network outcomes St−1Yt−1. An important difference to time-space recursive

models is that we do not consider lagged seller outcomes Yt−1 as additional controls. This

type of autocorrelation cannot occur in our setting due to the definition of export starts32

which rules out entries to the same destination in two consecutive years.

A delayed response to network externalities facilitates model identification but requires

additional assumptions regarding the timing of the underlying diffusion process. First,

incoming export signals received in the current period only facilitate foreign market en-

30Sellers receive export signals at different points of the year. If responding to signals takes time, then
sellers receiving a signal towards the end of the year are disadvantaged which may introduce a downward
bias to the estimation of endogenous peer effects.

31Time-space here refers to two different types of lag from the perspective of the dependent variable
Yt. A spatial lag StYt indicating the relationship to network outcomes and a temporal lag t− 1.

32An export start requires inactivity in the foreign market in the previous two periods. This implies
that the two periods after an export start are excluded from the sample. A firm starting to export in
year 3 and stopping in year 5 therefore only faces entry decisions in periods 1,2,3 and 6. Years 4 and 5
are dropped from the sample.
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try in the next one. Second, to ensure conditional network exogeneity holds, we need

to assume that export signals received in period t do not influence network formation at

the beginning of period t+ 1. This rules out that sellers form linkages strategically with

the intent to reduce market access costs in the next period. Choosing to ignore export

information received from previous linkages when forming new ones is restrictive but com-

patible with scenarios where the value of past signals is not yet realized at the beginning

of the current period. Relaxing this assumption would require a formal model of strategic

network formation as in (Badev, 2021) which is beyond the scope of this paper.

5.1.2 Correlated effects

A second challenge in our setting is to demonstrate that estimated network coefficients δ

and β capture a causal relationship between network behavior and seller outcomes instead

of a mere correlation driven by unobserved shocks. The latter are typically referred to

as correlated effects which arise naturally in our study as buyers and sellers face various

domestic and foreign shocks that can alter their export participation decision but remain

unobserved by the econometrician. Failing to account for correlated effects will introduce

a bias to estimated network coefficients and cast doubts on the relevance of network effects

for export entry.

To understand what type of shocks might cause concerns when estimating equations 9a

and 9b, it is key to consider the timing assumptions and different levels of observation at

which our network effects operate. First, assuming a lagged seller response to network

effects rules out most correlated effects from temporary shocks, as buyer and seller actions

no longer occur in the same period. Second, while contextual peer effects δ operate at

the firm-year level, endogenous peer effects β operate at the firm-destination-year level.

This opens up the opportunity to employ high-dimensional fixed effects (FE) to account

for a vast array of correlated effects from unobserved supply chain disruptions (firm-year

FE), foreign demand shocks (destination-year FE) or export specialization patterns within

networks (firm-destination FE)33.

33Firm-year FE are a special case in this context. While including them absorbs contextual network
effect δ and many firm-level controls, it allows us to control for any unobserved shock at the firm level.
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The main concern regarding correlated effects in our setting therefore does not emanate

from unobserved time-varying shocks per se, but instead arises from common shocks which

buyers and sellers may respond to at different points in time. To illustrate this point,

assume Chinese customs officials unexpectedly relax import requirements in period t− 1

resulting in a decreased sunk entry cost αd for all Belgian firms. If buyers in the network

immediately respond to the shock and start exporting to China but sellers only react

to the shock in period t, the delayed shock response of sellers would be observationally

equivalent to the network effect we try to capture. To isolate buyer-seller entry variation

induced by network effects, we need an instrument that can absorb any correlation in

export behavior that is driven by delayed response times to common destination-specific

shocks.

In our setting, this means that we need to treat export starts of connected buyers Y (jd)
t−1 as

endogenous and find a suitable instrument that is correlated with buyers’ entry behavior

in t − 1 (relevance) but uncorrelated with sellers’ entry decision in period t (exclusion

restriction). An instrument that meets these requirements are export starts of firms

which are directly linked to buyers j in period t− 1 but have no direct link to the seller

i as illustrated in Figure 5.

Figure 5: Instrumentation strategy

Firm 3 is an indirect buyer that operates outside the seller’s network. Due to its connection

This includes important examples like supply chain disruptions, efficiency spillovers within networks or
changes in local infrastructure and policy. Given they also absorb many variables of interest from the
stylized entry model, we do not include them in our benchmark regression and instead only use them in
robustness checks shown in section 6.2
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to firm 2, unobserved shocks such as a sudden drop in Chinese entry barriers are expected

to create contemporaneous34 correlation in export behavior of firm 2 and 3. If the shock

causes both firms to enter the Chinese market in t − 1, we can use export starts of firm

3 to control for any impact this shock might have on a subsequent export start of firm

1 to the Chinese market in period t. Any remaining correlation between direct buyer 2

and seller 1 must then be driven by network effects. Out-of-network firms therefore allow

us to control for endogeneity related to a delayed seller response to unobserved shocks in

t− 1.

The validity of this instrument crucially relies on the assumption that indirect buyers are

only linked to sellers via buyers j and do not affect seller outcomes directly. To corroborate

the credibility of this exclusion restriction, we exploit the full network structure35 and

exclude all indirect buyers (firm 3) which are connected to sellers (firm 1) directly or via

higher-order linkages which do not involve immediate buyers (firm 2). In other words, we

exclude all firms from the set of indirect buyers that have a first-, third-, fourth- or fifth-

order linkage to sellers i. To curb the influence of unobserved firm linkages created outside

production networks, we only consider indirect buyers located outside the province of the

seller. The results of this instrumentation strategy are presented in section 6.2.1.

5.2 Estimation
We now present our empirical framework. Under the assumptions discussed in the pre-

vious section and assuming networks form exogenously, we only need to make a distri-

butional assumption for error terms εt to take models 9a and 9b to the data. As a

starting point, our benchmark estimation uses a linear probability model with fixed ef-

fects (LPM-FE) which assumes that errors εt are i.i.d and follow a normal distribution.

34Correlated buyer-seller export behavior due to contemporaneous but unobserved shocks is key moti-
vation to lag network effects in our estimation equation. At the same time, if these shocks occur outside
the seller’s network and prior to the seller’s entry decision, we can exploit their contemporaneous nature
to build instruments that purge export signals from shock-induced endogeneity such that only remaining
variation is related to intertemporal network effects.

35A natural concern in this setting is that our network sample does not accurately capture all relevant
linkages of each seller. While this is likely the case in practice, we expect our approach to perform
reasonably well as most social networks are extremely sparse. Missing or misspecified network linkages
should therefore only represent a small fraction of total linkages when compared to the correctly identified
absence of linkages between most firms.
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A key advantage of the LPM-FE is the ability to easily accommodate high-dimensional

fixed effects which allows us to capture important unobservable factors in domestic and

foreign markets that otherwise may give rise to correlated effects. At the same time,

the assumed linearity limits the accuracy of predicted probabilities which can exceed the

{0,1} interval.

Non-linear alternatives such as Probit and Logit models restrict predicted probabilities to

the unit interval and therefore deliver more precise estimates for extreme values but typi-

cally suffer from an incidental parameter problem (IPP) when featuring high-dimensional

fixed effects (Neyman and Scott, 1948). If the number of parameters that need to be es-

timated increases with sample size, maximum likelihood asymptotics no longer converge

resulting in inconsistent parameter estimates. Our empirical setting is prone to this issue

as the analysis considers export decisions at the firm-destination level which involves a

large number of unobserved characteristics that need to be estimated. To evaluate bench-

mark estimates of LPM-FE model, we therefore contrast them with the fixed-effects logit

estimator of Fernández-Val and Weidner (2016) and the fixed effects probit estimator of

Hinz et al. (2021) which both feature a bias correction for the IPP while remaining di-

rectly comparable36 to the LPM-FE via average partial effects.

Under normally distributed errors, we estimate the following reduced-form equation based

on our time-space recursive lag model:

Pr
(
Y

(id)
t = 1

)
= Pr

(
γ ′X

(id)
t + δ′S̄t−1X

(j)
t−1 + βSt−1Y

(jd)
t−1 + ψi + ψd,t > εt

)
(10)

Seller export starts Y (id)
t are related to their own characteristics X(id)

t , network effects in

form of buyer characteristics X(j)
t−1 and export signals Y (jd)

t−1 and a set of fixed effects ψ.

We summarize the variables contained in each component below and present additional

details in appendix B.2.

36A common approach that avoids the IPP overall is the conditional logit model suggested by Cham-
berlain (1980). While delivering consistent parameter estimates it is not able to estimate average partial
effects and therefore cannot be directly compared to the other methods.
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i. Seller characteristics X(id)
t capture determinants that affect seller export decisions

in the absence of any network effects. These include firm-level controls such as

total factor productivity (TFP), estimated using the procedure of Levinsohn and

Petrin (2003), seller wages and employment-based seller size. Higher levels of TFP,

wages and size are typically associated with increased export probability Bernard

et al. (2003). Complementary to these firm-level controls, we exploit available data

about trade transactions to construct additional variables at the firm-destination

level. First, we identify the products underlying a seller’s export start and use this

information to construct a firm-specific measure of import demand in each foreign

market. This variable controls for export decisions as a direct response to foreign

demand shocks. Second, we control for sellers’ experience in a foreign market prior

to their export start. Even without network linkages, sellers might accumulate ex-

pertise about destinations from other activities. We therefore add dummy variables

to control for seller experience from importing, exporting to bordering destinations

or destinations with historic ties37. Lastly, we control for a seller’s overall export

expertise via the share of export sales in total sales.

ii. Buyer characteristics X(j)
t−1 capture general network spillovers that affect seller entry

across export destinations. Their presence ensures that the export signal coefficient

β is identified from destination-specific variation in the network. We include buyer

sales and TFP to control for general spillovers unrelated to entry information.

iii. Lastly, we employ two distinct fixed-effect (FE) specifications to control for cor-

related effects. In the benchmark case, we include firm and destination-year FE

ψi and ψd,t. This allows to control for unobserved differences in firm performance

and time-varying demand shocks in foreign markets. A second and more stringent

specification extends this to firm-year FE. In this case, fixed effects absorb any time-

varying characteristic at the firm-level which includes most variables of the standard

37The sequence of entry decisions is not random. Firms tend to enter markets that are similar to
previous destinations (Morales et al., 2019) creating spatially correlated entry patterns (Albornoz et al.,
2012)
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entry framework as well as network effects from buyer characteristics. To remain as

close as possible to the theoretical framework, we therefore rely on the weaker FE

specification for the benchmark case and use the more stringent specification as a

robustness check.

Table 2: Regression sample (firm-years)

Statistic N Min Pctl(25) Median Mean Pctl(75) Max

employees 89,120 1.00 4.50 12.60 76.45 36.90 59,691.68
wage (k) 89,120 0.70 39.51 48.59 52.76 60.30 574.71
TFP (log) 89,120 3.39 12.80 13.56 13.69 14.47 21.05
border dummy 89,120 0 0 0 0.15 0.2 1
history dummy 89,120 0 0 0.6 0.52 0.9 1
import dummy 89,120 0 0 0 0.09 0.1 1
export sales share 89,120 0.00 0.00 0.05 0.21 0.38 1.00
export demand (mn) 89,120 0.00 0.01 0.05 6.02 0.30 11,328.10
mean buyer sales (mn) 89,120 0.00 1.14 2.62 30.56 7.85 47,125.25
mean buyer TFP (log) 89,120 2.78 12.00 12.49 12.66 13.15 20.97

Note: This table shows firm characteristics of our final regression sample which includes 22,133 unique
firms. All variables have been aggregated to the firm-year level to facilitate interpretation. The reported
number of observations therefore differs from the regression tables which capture entry decisions at the
firm-destination-year level.

5.3 Endogenous network linkages

The preceding analysis relies on a conditional exogeneity assumption for network forma-

tion. As long as E(εt|X(id)
t , St−1) = 0, interaction matrix elements sij,t−1 remain uncor-

related with individual outcome error εid,t and network effects δ and β can be accurately

estimated. Conditional exogeneity of network linkages, however, is unlikely to hold in

practice because firms’ ability to sell their products domestically may be systematically

correlated with their likelihood of conducting business transactions across borders in the

form of exporting. New employees who were originally hired to assess the firm’s domestic

product appeal might for example develop methodologies that can be employed to for-

eign markets as well and thereby facilitate the firm’s expansion abroad. These firm-level

shocks which both affect domestic and foreign link formation (= exporting) are problem-

atic because they render network linkages sij endogenous and introduce bias to estimated

network effects.

To account for endogenous network formation, we introduce the network selection model
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of Arduini et al. (2015) and Qu et al. (2017) to our estimation procedure. This allows us

to express network endogeneity as an unobserved shock to domestic production network

S and export behavior Y (id) and correct for the selection bias resulting from correlated

linkage formation and entry decisions38. Formally, network formation is expressed by

equation 11. Firms trade off the value of being linked to other firms and form linkages if

V (sij,t = 1)− V (sij,t = 0) > 0 = Uij,t + ξij,t (11)

where Uij,t represents the linkage surplus and ξ is a random error term. The surplus is

typically expressed as

Uij,t(θ) = θ0 + zi,tθ1 + zj,tθ2 + zij,tθ3 + θ4Aij,t−1 (12)

where coefficients θ1, θ2, θ3 and θ4 capture the impact of individual characteristics of firm

i and j, characteristics of the dyad ij and their past relationship status. Dyad characteris-

tics zij,t are important in this setting because they control for key matching determinants

like bilateral distance or common language of buyers and sellers in Belgium. Controlling

for past relationship status is important because firm linkages in production networks

tend to be very persistent (Martin et al., 2020) due to high search costs involved in the

matching process.

If we assume that the random surplus component ξ is i.i.d and follows a logistic distribu-

tion, we can write the linkage probability sij,t as

P (sij,t = 1) = P (Uij,t(θ) + ξij,t > 0) =
eUij,t(θ)

1 + eUij,t(θ)
(13)

38Our approach introduces network endogeneity in form of a correlation between network formation
and market access error terms. We believe this modeling choice is appropriate given the similarity of both
processes. If exporting is considered as the search for foreign buyers, we can interpret network formation
and exporting as domestic and foreign search processes which are likely affected by common unobserved
shocks. Arduini et al. (2015) show that this form of endogenous network formation can be controlled for
with a standard selection correction term which otherwise leaves the structure of the outcome estimator
unchanged. For an empirical application of productivity spillovers see Iyoha (2021). Alternative modeling
approaches which link outcome errors to unobserved variables in the formation process (Goldsmith-
Pinkham and Imbens, 2013; Hsieh and Lee, 2016) require Bayesian methods to estimate the likelihood
functions. To keep the estimation parsimonious, we abstract from these alternatives.
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To arrive at this expression, we assume that the conditional probability of i forming

a link with j is independent from the decision to interact with another firm k. This

implies that there is no strategic behavior in the network formation process which may

characterize linkage formation in practice. Given the large network size considered our

setting39 we believe this assumption is appropriate to render the problem computationally

tractable. The resulting formation process still includes many important characteristics

of production networks. Seller i can interact with multiple buyers j at the same time,

demonstrate persistence in their linkage decision and attach value to having business

partners in close proximity.

While endogeneity in this context arises from unobserved shocks to network formation

and export entry error terms ξ and ε, the timing of events in outcome equation 10 implies

that we are mainly concerned about common shocks which have an immediate impact

on domestic matching but only alter export decisions in the next period. Continuing

the example from above, this would mean that the unexpected change in firm capacity

is first employed in the domestic market, before being rolled out to prospective foreign

destinations. Shocks affecting network formation and market access contemporaneously

do not need to be considered as we only allow (endogenous) network effects to change

firms’ export decisions with a lag.

Before formalizing the correlation between formation and outcome errors, it is important

to underline the dimensions at which both error terms operate. Network formation only

considers firm-level characteristics of i and j whereas export decisions occur at the firm-

destination level. This implies that our selection correction approach will only be able

to capture correlated network and export behavior at the firm-level as formation errors

ξij,t−1 of seller i do not vary across seller export destinations d.

We start by collecting all network formation errors of seller i from dyadic regression 13 in

row vector ξ′i,t−1 = {ξij,t−1}j ̸=i. To relate formation errors to destination-specific outcome

errors εid,t, each block of seller-specific error terms ξ′i,t−1 is then repeated for each export

39There are around 100k firms in them Belgian production network. Further steps to reduce the
dimension of the formation process are discussed in appendix C.3.
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destination seller i serves in year t. We denote the extended vector of formation errors

as ξ′i{d},t−1 where subscript d indicates that original formation errors have been repeated

d-times for each seller i40.

The correlation in error terms can then be expressed as (εid,t, ξ
′
i{d},t−1) ∼ i.i.d.(0,Σεξ)

where Σεξ =

σ2
ε σ′

εξ

σεξ Σξ

, σ2
ε is a scalar, σ′

εξ and σεξ are (nijd − 1)-dimensional row and

column covariance vectors and Σξ a (nijd − 1) by (nijd − 1) diagonal matrix with scalars

σ2
ξ on the diagonal. If we stack all row vectors of extended formation errors in a matrix:

Ξt−1 =



ξ′1{d},t−1

ξ′2{d},t−1

...

ξ′n{d},t−1


we can decompose the outcome error as:

εt = ηΞt−1 + υt

where η = Σ−1
ξ σεξ, σ2

υ = σ2
ξ − σ′

εξΣ
−1
ξ σεξ and υt is independent of formation error ξt−1.

Plugging the decomposed outcome error into equation 10 then yields

Pr
(
Y

(id)
t = 1

)
= Pr

(
γ ′X

(i)
t + δ′S̄t−1X

(j)
t−1 + βSt−1Y

(jd)
t−1 + ψi + ψd,t + ηΞt−1 > εt

)
(14)

where ηΞt−1 describes the selection bias induced by endogenous network formation. If

σεξ ̸= 0, seller networks St−1 become endogenous and network effects δ and β will be be

biased unless we control for Ξt−1.

To construct the selection correction term, we follow Arduini et al. (2015) and assume

that outcome error εt is normally distributed. This allows us to use predicted linkage

probabilities p = P (sij,t−1 = 1) = eUij,t−1(θ)

1+eUij,t−1(θ)
from equation 13 and construct the selection

40Assume there are two sellers A and B. Each form linkages with buyers 1 and 2 but serve a
different number of export destinations. Seller A exports to China and India, seller B only ex-
ports to India. The destination-extended vector of formation errors for all sellers would thus be
ξ = (ξA1, ξA2︸ ︷︷ ︸

China

, ξA1, ξA2︸ ︷︷ ︸
India

, ξB1, ξB2︸ ︷︷ ︸
India

).
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correction term using a Heckman-type mills ratio:

Ξ̂i,t−1 =
∑
j ̸=i

sij,t−1
ϕ(Φ−1(p)

p
+ (1− sij,t−1)

ϕ(Φ−1(p)

1− p
(15)

where ϕ and Φ represent probability and cumulative density functions of a standard nor-

mal variable. The estimated selection correction term can then be used as an additional

regressor in equation 14 to purge the outcome error of unwanted correlation from endoge-

nous network formation. A side effect of implementing this selection correction approach

is the ability to directly test whether linkage endogeneity represents a concern when study-

ing export entry decisions. If coefficient η is significantly different from zero, this would

suggest that network formation is endogenous and controlling for selection important to

recover accurate estimates of network effects.

6 Results
We present three sets of results to explore the role of network heterogeneity for the

extensive margin of trade. First, we bring our augmented entry framework to the data and

test whether export signals have any impact on entry decisions after controlling for sellers’

own productivity and productivity spillovers from network peers. To this end, we present

a set of benchmark estimates which rely on a LPM-FE, remain close to the theoretical

framework and assume no correlated effects from network signals and linkages. Second, we

assess the credibility of our benchmark estimates through a battery of robustness checks.

Here we account for endogeneity via network instruments and a dyadic network selection

model, test alternative model specifications and sampling approaches, and explore how

network effects are shaped by different linkage types, peer characteristics and geography.

The third set of results then investigates how network effects contribute to the observed

firm-size concentration at the extensive margin of trade. Here we combine empirical and

descriptive evidence to showcase how network assortativity determines the efficacy of

information diffusion in production networks.
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Table 3: Benchmark results - signal type

Model: (1) (2) (3) (4) (5) (6)

Signal type

matching 0.0043∗∗∗
(0.0011)

non-matching 3.44× 10−5

(7.77× 10−5)
total 4.14× 10−5

(7.79× 10−5)
EEA 9.03× 10−6

(0.0001)
border 0.0003

(0.0004)
history 0.0002∗∗∗

(5.93× 10−5)
Peer characteristics yes yes yes yes yes yes
Destination experience yes yes yes yes yes yes
Firm characteristics yes yes yes yes yes yes

firm FE yes yes yes yes yes yes
destination-year FE yes yes yes yes yes yes

R2 0.127 0.127 0.127 0.127 0.127 0.127
Observations 474,830 474,830 474,830 474,830 474,830 474,830

This table shows regression results of estimating equation 10 with a LPM-FE. Each column shows the
marginal effect of receiving a different type of export signal on a seller’s probability to start exporting.
Standard errors in parentheses are clustered at the firm level. Significance codes: ***: 0.01, **: 0.05, *:
0.1.

6.1 Benchmark results

The main mechanism of our augmented entry framework is the ability of firm networks to

provide access to specialized market information in the form of export signals. Receiving

an export signal lowers export entry barriers for that particular destination market and

induces firms to enter. This represents a key difference to conventional sources of firm

heterogeneity like productivity which simultaneously boost entry across export destina-

tions. A natural way to assess the relevance of network effects is therefore to sort incoming

export signals by destination and test if signals indeed only facilitate access to the same

market they originate from (matching signal) or can also promote entry in other markets

(non-matching signal).

Table 3 summarizes the marginal effect of receiving an additional export signal by signal

type. The full table is available in appendix C.1. Matching export signals (column 1)

appear to be an important determinant for export entry even after controlling for sell-
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ers’own productivity, their experience in the foreign markets and other network spillovers

related to peer characteristics such as productivity. On average, each incoming matching

signal increases the probability to start exporting to the same destination market by 0.43

percentage points which is equivalent to a 13% increase in productivity41 of the signal-

receiving firm. While we have seen in Table 1 that the chance of receiving a matching

signal is small, the economic impact of this network effect is remarkable, especially be-

cause a firm can receive multiple matching signals in any given period. Moreover, the fact

that matching signals are statistically significant even after controlling for seller produc-

tivity, underlines that firm and network heterogeneity act as complementary forces which

both shape the export participation patters of Belgian firms. In contrast, non-matching

(column 2) and total export signals (column 3) seem to have no impact on entry behavior.

This finding is important, as it shows that our diffusion mechanism is not picking up more

general spillover effects that facilitate market access across destinations. Instead, entry

barriers appear to be different in each market and as expected can only be reduced by

matching signals.

In the remaining columns we disaggregate non-matching signals into three separate groups

to corroborate these findings. Column 4 performs a placebo test by investigating the im-

pact of incoming EEA signals. These destinations have been excluded from the sample in

a previous step and signals should therefore under no circumstances have any impact on

export decisions which reassuringly is not the case. On the contrary, signals originating

in markets with a close relation to the actual export destination could facilitate entry if

entry barriers or local demand preferences are correlated in space. Columns 5 and 6 illus-

trate that there is mild evidence of these indirect channels. This result is interesting, as

it shows that previous findings of spatially correlated entry patterns of firms’ own export

expansion (Albornoz et al., 2012; Morales et al., 2019) carries over to information diffu-

sion. While direct information in the form of matching signals is most valuable, indirect

information from related markets, albeit to a much lesser degree, also facilitates entry.

41For this comparison we take the estimated coefficient of log TFP from Table C.1. The equivalent
productivity effect (in percent) is then 0.0043/(0.01*0.0325).
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6.2 Benchmark robustenss

To assess the validity of our benchmark results we perform five sets of robustness checks.

Section 6.2.1 starts by addressing endogeneity concerns arising from endogenous export

signals and network linkages. Next, we investigate to what extent network effects de-

pend on the chosen model specification and sample selection in sections 6.2.2 and 6.2.3.

In section 6.2.4 we then explore how network effects are shaped by heterogeneity in the

underlying linkage and peer characteristics. Lastly, we contrast our network-based dif-

fusion mechanism with geography-based spillover proxies in section 6.2.5 to explore how

geographic distance shapes the diffusion of export signals.

6.2.1 Model endogeneity

Up to this point, network effects are obtained under the assumption that export decisions

of network peers Y (jd)
t−1 and network linkages St−1 are exogenous. To relax this assump-

tion, we employ the two-stage least squares (2SLS) approach and network selection model

outlined in sections 5.1.2 and 5.3 to investigate whether signal and linkage endogeneity

change our benchmark estimates.

To rule out that any observed correlation of buyer and seller export decisions is driven

Table 4: Endogenous export signals - 2SLS

Dependent variable: matching signals export starts matching signals export starts
IV stages: First Second First Second

Variables

second-order signals 0.3848∗∗∗ 0.4204∗∗∗
(0.0669) (0.0752)

matching signals 0.0100∗∗ 0.0063∗∗
(0.0042) (0.0025)

Peer characteristics yes yes
Destination experience yes yes yes yes
Firm characteristics yes yes

firm FE yes yes
destination-year FE yes yes yes yes
firm-year FE yes yes

R2 0.595 0.127 0.678 0.306
Observations 474,676 474,676 904,896 904,896

This table shows results of a 2SLS regression of equation 10. Endogenous export signals are instrumented
by second-order signals. Columns 1 and 3 show first-stage results, columns 2 and 4 second-stage results.
Standard errors in parentheses are clustered at the firm level. Significance codes: ***: 0.01, **: 0.05, *:
0.1.
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by a common shock, we instrument export decisions of direct buyers with export deci-

sions of indirect buyers that exclusively interact with sellers through an intermediary42.

Results of this instrumentation strategy are reported in Table 4. As expected, first-stage

estimates in columns 1 and 3 reveal that the direct B2B relationship between first- and

second-order buyers indeed results in a strong correlation of export decisions in period

t− 1, underlining the relevance of the proposed instrument. Controlling for this source of

correlated effects in our main outcome equation (columns 2 and 4) leads to network effects

which remain statistically significant but the marginal effect of export signals exceeds our

benchmark estimates by a factor of 1.5-2.5. This not only indicates that accounting for

unobserved shocks which create spurious correlation in seller and network export behav-

ior is important but also reveals that true network effects could be much larger than the

initial benchmark estimates suggest.

Next, we contrast benchmark estimates to a setting where firms choose linkages according

to the dyadic network formation model presented in equation 12. Endogeneity concerns

in this setting arise whenever unobserved shocks simultaneously affect domestic (Belgian

B2B) and foreign (exporting) business transactions. We follow Arduini et al. (2015) and

Qu et al. (2017) and construct a selection correction term which accounts for selection

bias from correlated outcome and formation error terms ε and ξ. To render the required

estimation of the dyadic formation model feasible for all 100k firms in the network, we

take several steps to reduce the dimension of the linkage formation process which are

detailed in appendix C.3. One of these steps is to impose restrictions on the number of

candidates a firm considers when forming domestic linkages. The true number of can-

didates a firm considers, but eventually does not decide to interact with, is unobserved.

Thus, we compute selection correction terms for different candidate set sizes which are

expressed as the number of candidates per actual match.

Results of estimating equation 14 which includes a selection correction term as an addi-

tional regressor are presented in Table 5. Despite the fact that selection correction terms

42As explained in section 5.1.2, we ensure that second-order buyers are not linked to sellers via higher-
order linkages or located in close proximity to each other.
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Table 5: Endogenous network linkages - selection correction

Candidates per match: baseline n=1 n=5 n=10 n=20

Variables
matching signals 0.0042∗∗∗ 0.0043∗∗∗ 0.0043∗∗∗ 0.0043∗∗∗ 0.0043∗∗∗

(0.0011) (0.0011) (0.0011) (0.0011) (0.0011)
selection correction 2× 10−5∗∗ 1.95× 10−5∗∗ 1.93× 10−5∗∗ 1.9× 10−5∗∗

(8.44× 10−6) (8.25× 10−6) (8.17× 10−6) (8.14× 10−6)
Peer characteristics yes yes yes yes yes
Firm destination experience yes yes yes yes yes
Firm characteristics yes yes yes yes yes

firm FE yes yes yes yes yes
destination-year FE yes yes yes yes yes

R2 0.127 0.127 0.127 0.127 0.127
Observations 450,243 450,243 450,243 450,243 450,243

This table shows results of estimating equation 14 which accounts for endogenous network formation via a
selection correction term. The selection correction term is based on the dyadic network formation model
outlined in equation 12 and calculated for several buyer candidate sets which differ in size. Standard
errors in parentheses are clustered at the firm level. Significance codes: ***: 0.01, **: 0.05, *: 0.1.

are statistically significant, indicating that the underlying formation process is indeed en-

dogenous, matching signals remain virtually identical to the benchmark estimates. This

suggests that while a selection bias from endogenous network formation is present, it does

not appear to be a major concern in our setting.

6.2.2 Model specification

Our benchmark estimates are obtained from a LPM-FE whose linearity assumption im-

plies that the marginal impact of matching signals is common to all firms and constant for

each additional signal received. Non-linear alternatives such as Logit and Probit models

relax this assumption and allow the marginal effects of export signals to vary with char-

acteristics of each seller. At the same time, the inclusion of high dimensional fixed effects

presents a real challenge for non-linear models as the asymptotics of the underlying ML

estimator break down due to the incidental parameter problem (IPP). As the inclusion of

fixed effects is essential to rule out unobserved heterogeneity that would otherwise plague

our network estimates, we employ the bias-adjusted non-linear logit and probit models

developed by Fernández-Val and Weidner (2016) and Hinz et al. (2021) which mitigate

concerns related to the IPP and remain comparable to our linear estimates via average

partial effects (APEs). Appendix C.2.1 shows the results from the direct comparison

between linear and non-linear models for signal intensity and clarity. While coefficients
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naturally differ across models, APEs remain remarkably close to each other irrespective of

which model is preferred. The comparison also reiterates the importance of network het-

erogeneity for export entry as matching signals remain statistically significant throughout

all specifications.

Next, we compare our benchmark results to estimates obtained from more stringent fixed

effect specifications presented in appendix C.2.2. These mark a departure from the base-

line model, as the additional firm-year FE and firm-destination FE absorb most controls

of the standard entry model. In turn, this allows us to control for any unobserved time-

varying influence at the firm level and firm’s unobserved proclivity towards certain desti-

nations. Results from alternative FE specifications remain very close to our benchmark

estimates, indicating that these additional sources of correlated effects are not responsible

for the observed network effects.

6.2.3 Sample selection

In appendix C.2.3 we repeat the benchmark estimates using an alternative network cutoff

value νij,t = 5% to define relevant network linkages. Compared to the benchmark case,

this significantly reduces the number of network linkages and thus the number of export

signals diffusing through the network. While this reduces the chance of receiving export

signals, specifying the network in this conservative manner still singles out matching

export signals as the dominant source of network effects. The chosen network cutoff

therefore does not determine the general mechanism at play but changes the size of the

marginal effect of export signals which seems to increase when diffusion is constrained by

a more conservative linkage cutoff.

Lastly, we restrict the sample to first-time exporters to ensure that network effects not

only act as a catalyst for firms which already have a presence in foreign markets. For this

purpose, we define first-time exporters as firms that have not exported anywhere in the

first 1, 5 and 10 years of the sample. Estimates obtained from running the benchmark

model for these different subsets of firms are shown in appendix C.2.4. Compared to

the baseline results, network effects not only remain significant but generally appear

to be stronger for first-time exporters. This suggests that having access to the export
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experience of one’s peers via network linkages is particularly important for first-time

exporters presumably because these firms have not yet gained any export experience on

their own.

6.2.4 Signal heterogeneity

Our benchmark estimates reveal that matching signals facilitate export entry. To ensure

that this average effect does not simply reflect an advantage originating from a small sub-

set of linkages or network peers, we disaggregate export signals along several dimensions

of linkage and peer characteristics. Here we limit attention to the main findings of this

exercise. Further details and a full set of results are available in appendix C.4.

We start by comparing network effects across three linkage dimensions: linkage depen-

dency, proxied by the seller’s share in total buyer sourcing, linkage persistence, captured

by the continuity of buyer-seller interactions and linkage direction, which contrasts diffu-

sion occurring along backward and forward linkages. Results are displayed in panels (a)

to (c) of Figure 15. We find that a strong buyer-seller dependency amplifies the positive

impact of export signals but effects remain significant when considering interactions in

which sellers are less central to the buyer’s overall sourcing strategy. Turning to linkage

duration, our results indicate that both new and persistent linkages facilitate export en-

try. This suggests that sellers not only respond to signals received from trusted sources

but also remain open to insights from new business partners. Finally, we find that signals

travelling along network linkages can facilitate market access for buyers as well. This dif-

fusion along forward linkages (buyers learn from sellers) however appears less robust than

diffusion along backward linkages (sellers learn from buyers) which this study focuses on.

In panels (d) to (f) of figure 15 we turn to peer characteristics and study how network

effects differ along peer size, credibility and industry association. Our findings show that

signals from both small and large buyers promote export entry but more so if buyer and

seller size is positively correlated. This surprising result suggests that information diffu-

sion in production networks is more effective among firms sharing similar characteristics,

a pattern commonly known in social networks as homophily. Next, we explore whether

sellers differentiate among incoming export signals based on the credibility of individual
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network peers. We find that export starts that account for a significant share in buyer’s

total exports create a stronger signal for sellers. While our benchmark analysis treats

each incoming signal equally, firms do seem to differentiate between signals they receive

which likely leads to an underestimation of the true network effect. Finally, we explore to

what extent network effects are driven by peers in wholesale industries. Trade interme-

diation is often used an intermediate step to reach foreign markets. Our results confirm

previous studies which find that interactions with wholesalers can promote foreign mar-

ket access (Connell et al., 2019) but reveal that the benefits of network diffusion extend

far beyond wholesalers. Instead, the majority of network effects seems to be driven by

non-wholesalers which underlines the importance of using a general entry framework that

considers the entire production network when estimating network effects.

6.2.5 Geographic proximity

To rule out that estimated network effects merely reflect agglomeration economies from

buyers in close geographic proximity, we compare the impact of matching signals from

distant and nearby buyers. Results of this final robustness check are presented in Figure

16 in appendix C.5.

Reassuringly, we find that signals of buyers located outside the seller’s province are equally

conducive to export entry as signals originating from buyers located within the same

province. This result has two important implications. First, it showcases that our network

effects capture a general diffusion mechanism that is not limited to the geographic confines

of a province, city or street as in the preceding spillover literature (Koenig et al., 2010;

Fernandes and Tang, 2014; Bisztray et al., 2018). Second, it rules out that estimated

network effects are merely the result of labor movements43 between firms. Evidence from

Belgian commuter flow surveys shows a strong preference to reside in close proximity to the

workplace as 85% of commuters do not cross a provincial border to go to work (Duprez

and Nautet, 2019). Network effects extending beyond provincial borders as shown in

Figure 16, are therefore unlikely driven by labor movements between buyers and sellers

43For recent work studying this channel see Choquette and Meinen (2015) and Patault and Lenoir
(2021).
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as the majority of people do not seek employment outside their province.

6.3 Network heterogeneity and the extensive margin of trade
A large literature in international trade has documented that exporting is dominated by

a small number of large and highly productive firms (Bernard et al., 2003; Mayer and

Ottaviano, 2008). We show in stylized fact 2 and figure 4a that these firms also happen

to have the largest networks and will on average receive the largest number of export

signals. This naturally raises the question whether both firm and network heterogeneity

are actually complementary sides of the same coin such that export participation equally

benefits from firm size and network scale.

Figure 6: Network effects by firm size

(a) subsample regressions (b) full sample with interaction term

We explore this question in Figure 6 which shows results of two distinct exercises to illus-

trate how network effects vary across sellers of different size. In Figure 6a we divide sellers

into small and large firms based on their median sales, employment and the number of

network linkages. We then run separate regressions for each subsample and plot match-

ing signal coefficients. Irrespective of which firm size dimension is considered, we see that

the marginal impact of export signals is consistently larger for small firms. For small

sellers, a single export signal increases the entry probability by 1.0-1.6 percentage points,

outpacing the same effect for large sellers by a factor of 2-4. To corroborate this large

difference in network effects by firm size, we separately estimate network effects for each
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size decile by introducing an interaction term to equation 10. Coefficients are plotted in

6b and expressed relative to firms with the largest networks. Apart from firms with very

small networks, marginal effects appear to almost linearly decrease in network size which

indicates that network effects exhibit decreasing returns to network scale. In other words,

despite having a larger network and receiving more export signals, large firms benefit less

from information diffusion.

To rationalize this surprising result two explanations come to mind. First, the value of

an export signal decreases the more often it is received. Firms with access to large net-

works are more likely to receive the same signal multiple times and therefore experience

lower marginal network effects. Unfortunately our data does not allow us to compare

the information content overlap of individual matching signals. This means we cannot

directly test to what extent signal redundancy can explain decreasing returns to network

scale. Second, export signals become harder to process if accompanied by large levels

of network noise. We define network noise as the share of network interactions that do

not yield export signals. If each network linkage takes up time and resources of the firm,

network benefits do not scale with the absolute number of signals (signal intensity) but

instead depend on the number of signals per linkage (signal clarity). This relative mea-

sure controls for the level of network noise by penalizing networks in which only a small

share of linkages contribute to the diffusion of export information. Processing low clarity

signals is more difficult and therefore leads to lower levels of entry, even if the absolute

number of signals is high. Systematic differences in signal clarity across small and large

networks could therefore also explain why network effects decrease in network size.

44



Figure 7: Network noise by firm size

(a) signal vs. noise growth rates (b) signal clarity

Figure 7a shows a decomposition of signal clarity into export signals (numerator) and

network noise (denominator) to investigate how signal clarity differs across network size

deciles. We plot the average growth rates of signals (red) and noise (blue) indexed to the

first size decile. As expected, both lines are monotonically increasing given that larger

networks naturally include a larger number of valuable and non-valuable linkages. The

main insight, however, is that both linkage types grow at different rates. While growth

rates are comparable across small networks, noise grows faster in medium-sized and large

networks as indicated by the shaded blue area between both lines. Firms with large net-

works therefore receive more export signals in absolute terms, but at the same time are

exposed to disproportionate levels of network noise. This results in decreasing levels of

signal clarity for firms with larger networks as shown in 7b.

This size penalty is closely related to the underlying network formation process. As

discussed by Bernard et al. (2022), the Belgian production network is characterized by

negative assortative matching. Highly productive sellers on average interact with less

productive buyers. We show that this inverse relationship between buyer and seller per-

formance has direct implications for information diffusion. Decreasing buyer performance

in large networks leads to lower levels of signal clarity as an increasing share of buyers

does not provide export experience to the seller. Instead, they emit network noise making

it harder to process valuable export signals received from other network peers.
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To see how these systematic differences in signal clarity affect export entry decisions of

Figure 8: Signal clarity results by network size

small and large firms, we re-estimate equation 10 using signal clarity as our variable of

interest and again interact network effects with size deciles. Coefficient β now captures

the impact of an increase in signal clarity on the probability of entry. A unit increase in

signal clarity can be interpreted as a relative decrease in network noise while holding the

absolute number of export signals constant. It therefore shows how sellers would react

to a change in their network configuration in which the relative share of exporting to

non-exporting buyers increases.

The results are shown in figure 8 and reveal two important findings. First, firms across

size deciles benefit from lower levels of network noise in form of an increased propensity

to enter foreign markets. This indicates that the effectiveness of information diffusion in

production networks depends both on the absolute amount (signal intensity) and signal-

to-noise ratio (signal clarity) of transferred information. Second, we see that a relative

decrease in network noise is most beneficial for firms with large networks. We interpret

this as direct evidence of the predictions made in the descriptive analysis above. Network

noise is a bigger impediment to entry for firms with large networks. Seeing that these

firms show the largest response to increases in signal clarity also suggests that at they do

not yet reap the full benefits of information diffusion. Network noise can therefore at least

partially explain the observed decreasing returns to network scale. The alternative expla-
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nation of signal redundancy cannot generate this pattern, as it solely focuses on linkages

which generate export signals and ignores any impact of network noise. We discuss the

consequences of this finding in the next section.

7 Discussion
The results presented above demonstrate that networks act as an important determinant

for export participation but do so in a distinctly different way than traditional sources of

firm heterogeneity like productivity. This has a number of important implications.

For trade theory, our results suggest that network linkages constitute an important di-

mension of firm heterogeneity that needs to be considered to understand firm behavior

at the extensive margin of trade. Considering a setting with multidimensional firm het-

erogeneity relaxes the singular focus on firm productivity and offers a new perspective on

export participation patterns that was hard to reconcile before. An example is the exis-

tence of small exporters which often fail to meet theory-implied productivity thresholds

that would justify their participation in foreign markets. Network heterogeneity offers an

explanation for this pattern in the sense that suitable network configurations can lower

entry barriers to a particular market, allowing firms to enter despite insufficient levels of

productivity.

Another important difference to traditional sources of firm heterogeneity is that network

effects exhibit decreasing returns to scale. While productivity continues to increase export

participation in our theoretical framework even at extreme levels, network effects dissi-

pate as the network grows. This raises interesting questions regarding network efficiency.

If network expansion adds noise to export signals but benefits the firm in other dimen-

sions, there could exist an optimal network size which balances both effects. We are not

convinced that learning about export markets is a first-order concern in the network for-

mation process, which is why we disregard strategic network formation and treat network

effects as a pure externality. Our work nevertheless highlights a potentially important

but indirect cost of unrestricted network expansion that goes beyond direct search and

matching costs typically associated with the network formation process.
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Relatedly, we want to stress the importance of understanding the role of network assor-

tativity in this context. Decreasing returns to network scale in our setting are closely

linked to a distinct feature of production networks which are marked by a negative rela-

tionship between firm size and average peer performance. The opposite is often observed

in social networks where agent and peer characteristics tend to be positively correlated.

Realizing that the direction of assortativity varies across settings is important because a

production network with positive assortative matching would have resulted in increasing

returns to network scale. In this case, sellers would get access to more performant buyers

if their network expands. This decreases the average level of network noise and means

that export participation monotonically increases in firm and network size. Any study

mapping average network characteristics to outcomes should therefore be mindful of the

underlying network formation process and consider the possibility of decreasing returns

to scale in settings marked by negative assortative matching.

On the policy side, our findings emphasize the role of information frictions in trade. Only

matching signals stimulate foreign market access which indicates that informational cost

barriers differ substantially across export destinations. Export promotion agencies of-

ten address this problem by investing considerable resources to provide a select group

of members with up-to-date market information and organize costly matching events to

connect domestic firms with foreign buyers. Our results suggest that domestic production

networks can act as a powerful tool to provide similar benefits to all domestic firms in

a relatively cost-effective way. Instead of trying to directly link domestic firms to for-

eign buyers, policy makers could utilize the existing export experience in the network

and facilitate the diffusion of specialized export information by creating new linkages

among domestic firms. This could be an especially promising strategy to connect small

and medium-sized enterprises (SMEs) to global markets as our results indicate that small

firms stand to gain most from network externalities.
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8 Conclusion
Export participation remains low across countries which causes concerns as it weakens

competition in domestic markets (De Loecker and Warzynski, 2012) and restricts aggre-

gate export growth (Eaton et al., 2009b). In this paper, we empirically investigate the

determinants of export participation. A large preceding literature of heterogeneous firm

trade models has emphasized the role of firm-level characteristics like productivity to ra-

tionalize observed entry patterns among firms.

We move beyond firm-level characteristics and investigate whether domestic production

networks actively influence export entry decisions. Firms that interact with experienced

exporters receive export-related information via network linkages which lowers sunk en-

try costs and thereby facilitates foreign market access. To formalize this mechanism, we

introduce network interactions into a stylized model of export entry. Our augmented

framework features firms which differ in both productivity and network linkages which

allows us to assess the relevance of each dimension of firm heterogeneity for export par-

ticipation.

To estimate the model, we rely on detailed data from the universe of Belgian firms which

contains firm characteristics, imports, exports and domestic firm-to-firm transactions of

every firm operating in Belgium between 2002-2014. Combined, these unique datasets al-

low us to observe each firm’s individual network as well as the export behavior of network

peers. Every time a firm starts to export to a new export destination, it emits an export

signal to connected firms which contains valuable entry information and lowers market

access costs. The number of received export signals varies across firms as each network

is unique. Networks thus create a second dimension of firm heterogeneity beyond firm

productivity.

Taking this model to the data reveals that network heterogeneity plays a decisive role for

export participation even after controlling for productivity for all the firms in the network.

Each additional export signal received from the network increases the entry probability

to a specific foreign market by 0.43 percentage points which is equivalent to a 13% in-

crease in productivity of the signal-receiving firm. While firms with large networks also
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receive the highest number of export signals, we find that the marginal effect of signals

decreases in network size. We relate this size penalty to negative assortative matching

in the underlying network formation process. Network expansions are associated with a

disproportionate growth of network interactions that do not yield valuable export signals

but still take up time and resources of the firm. We find evidence that this form of network

noise mitigates the positive impact of network effects and is partially responsible for the

observed decreasing returns to network scale.

Taken together, our findings demonstrate that network heterogeneity acts as an impor-

tant new determinant of export participation but is unlikely to exacerbate the observed

concentration at the extensive margin of trade. At the same time, they raise important

questions regarding the strategic link between network formation and export participation

and under which conditions networks should be considered efficient. These questions lie

outside the scope of the current paper and require a more structural treatment of network

linkages and firm outcomes. We believe our results provide important empirical evidence

for this future avenue of research and will promote a stronger consideration of networks

in international trade.
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A Additional descriptives

A.1 Export starts

Figure 9: Share of non-EEA starts by region (2004-2014)

A.2 Export signals

(a) any export signal (b) matching export signal

Figure 10: Distribution of firms receiving export signals
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A.3 Network linkages

Figure 11: Seller linkages by TFP percentile

(a) all linkages (b) linkages to exporters

Note: This figure shows shows the average number of buyers for a seller in a given productivity percentile. Seller productivity

is computed using the approach of Levinsohn and Petrin (2003). Sellers are separated into four types: Non-exporters (red),

exporters with export starts (green), exporters without starts (blue) and first-time exporters (purple). Figure 1a plots the

average linkages to any buyer, while figure 1b plots the average linkages to buyers that export. The figure uses production

network data of Belgian firms explained in detail in section 4.1.

Figure 12: Distribution of seller linkages in 2014

Note: This figure shows the distribution of linkages to different types of buyers in 2014. Each lines indicates what share

of sellers interact with a certain number of buyers. The lines are based on a histogram and have been smoothed for visual

purposes.

58



A.4 Network assortativity

Figure 13: Seller network size and mean buyer characteristics in 2014

(a) average buyer sales (b) average buyer employment

(c) average buyer productivity (d) average buyer export start probability
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B Additional dataset information

B.1 Reporting thresholds for trade transactions

The reporting thresholds differ across intra-EU and extra-EU trade transactions. Extra-

EU export and import transactions follow a common reporting standard across all sample

years. They are covered in the dataset if the transaction value exceeds 1,000e or the

volume is bigger than 1,000kg. In rare instances transactions below the minimum volume

threshold are observed if the respective firm uses electronic reporting standards.

Intra-EU transaction thresholds are much higher and change over the sample period.

Before 2006, they are reported if the combined import and export value of a firm exceeds

250,000e. Between 2006-2010, the reporting threshold for imports was 400,000e and

700,000e for exports before both where harmonized to 700,000e in 2010.

Our analysis mainly focuses on extra-EU transactions and therefore avoids measurement

issues related to changing reporting thresholds or high threshold levels.

B.2 Construction of the regression sample

The variables used in our regression sample draw on the rich information contained in our

merged dataset.

i. Export starts rely on detailed HS6 product-level export-transaction data which we

aggregate to the firm-destination level. A firm with positive export transactions each

year is counted as an exporter. An export start is defined as an export transaction to

a destination that has not been served in the previous two periods. All observations

within the two-year buffer period are dropped as firms by definition do not face

an export decision. Likewise, non-starts are also only included in the data, if the

firm has not been exporting in the past two years to ensure that a start could have

occurred mean the firm faced a actual entry decision.

ii. Data on the number of employees and firm wages can be directly obtained from the

available balance sheet data.

iii. Total factor productivity (TFP) is estimated using the approach of Levinsohn and
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Petrin (2003). The estimation requires data on firm sales, capital, labor and material

inputs which are all available in the balance sheet data. Deflators for each input at

2-digit NACE codes are provided by the NBB based on internal price information.

Our estimation is performed sector-by-sector and we only include sectors for which

at least 50 non-missing observations are available.

iv. Export experience dummies rely on a combination of Belgian trade-transaction data

for import and exports and the GeoDist database (Mayer and Zignago, 2011) freely

available from CEPII’s website. The latter includes information on bilateral relation-

ships between all more than 200 countries including historic links and geographic

borders. We merge this country relationship information with trade transaction

data to create history and border dummies depending on the recorded relationship

between Belgium and the respective trade partner. Import dummies on the other

hand are only require the original trade transaction data and mark whether a seller

has directly imported products from the future export destination. Export sales

shares compare aggregate export values to sales information in the balance sheet

records.

v. The idea for export demand is to capture the demand for the products underlying

the export starts of Belgian firms in the foreign market prior to the actual export

entry. To do so we proceed in several steps. First, we collect import data at HS6

product level for all destinations and sample years from the BACI database (Gaulier

and Zignago, 2010) which we complement with WTO data for missing import in-

formation for Taiwan. Next, we identify the products underlying the export starts

of each firm using the Belgian trade transaction database. For these products, we

compute the export value at HS6 product-level in each destination originating in

non-EEA countries. These non-EEA exports should capture changes in product

demand in the destination without being correlated with Belgian exports due to

common trade policy. For each firm, this gives us a proxy of how strongly their

product was demanded in the destination prior to the export start. We then ag-
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gregate this export demand information to the firm-destination level and introduce

it to the regression sample to control for the firm-specific export demand in each

destination in each year t.

vi. Peer characteristics included in our regression sample are buyer TFP and buyer

sales available from the Belgian balance sheet data. To relate buyer characteristics

to sellers, we use row-normalized interaction matrices S̄t and compute the average

TFP and sales of buyers in a seller’s network.
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C Additional results

C.1 Benchmark regressions - full table

Table 6: Benchmark results - signal type

Model: (1) (2) (3) (4) (5) (6)

Variables
matching signals 0.0043∗∗∗

(0.0011)
non-matching signals 3.44× 10−5

(7.77× 10−5)
total signals 4.14× 10−5

(7.79× 10−5)
EEA signals 9.03× 10−6

(0.0001)
border signals 0.0003

(0.0004)
history signals 0.0002∗∗∗

(5.93× 10−5)
log employment 0.0476∗∗∗ 0.0477∗∗∗ 0.0477∗∗∗ 0.0477∗∗∗ 0.0477∗∗∗ 0.0476∗∗∗

(0.0041) (0.0041) (0.0041) (0.0041) (0.0041) (0.0041)
log wage 0.0127∗∗ 0.0127∗∗ 0.0127∗∗ 0.0127∗∗ 0.0127∗∗ 0.0127∗∗

(0.0060) (0.0060) (0.0060) (0.0060) (0.0060) (0.0060)
log TFP 0.0325∗∗∗ 0.0325∗∗∗ 0.0325∗∗∗ 0.0325∗∗∗ 0.0325∗∗∗ 0.0326∗∗∗

(0.0040) (0.0040) (0.0040) (0.0040) (0.0040) (0.0040)
log export demand 0.0179∗∗∗ 0.0179∗∗∗ 0.0179∗∗∗ 0.0179∗∗∗ 0.0179∗∗∗ 0.0179∗∗∗

(0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003)
border dummy 0.0693∗∗∗ 0.0694∗∗∗ 0.0694∗∗∗ 0.0694∗∗∗ 0.0694∗∗∗ 0.0694∗∗∗

(0.0024) (0.0024) (0.0024) (0.0024) (0.0024) (0.0024)
history dummy -0.0140∗∗∗ -0.0140∗∗∗ -0.0140∗∗∗ -0.0140∗∗∗ -0.0140∗∗∗ -0.0140∗∗∗

(0.0024) (0.0024) (0.0024) (0.0024) (0.0024) (0.0024)
export propensity 0.1702∗∗∗ 0.1701∗∗∗ 0.1701∗∗∗ 0.1701∗∗∗ 0.1701∗∗∗ 0.1701∗∗∗

(0.0115) (0.0115) (0.0115) (0.0115) (0.0115) (0.0115)
import dummy 0.0980∗∗∗ 0.0982∗∗∗ 0.0982∗∗∗ 0.0982∗∗∗ 0.0982∗∗∗ 0.0982∗∗∗

(0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034)
log peer size -0.0005 -0.0004 -0.0004 -0.0003 -0.0003 -0.0004

(0.0019) (0.0019) (0.0019) (0.0019) (0.0019) (0.0019)
peer TFP 0.0004 0.0003 0.0004 0.0003 0.0003 0.0004

(0.0027) (0.0027) (0.0027) (0.0028) (0.0027) (0.0027)

firm FE yes yes yes yes yes yes
destination-year FE yes yes yes yes yes yes

R2 0.127 0.127 0.127 0.127 0.127 0.127
Observations 474,830 474,830 474,830 474,830 474,830 474,830

This table shows regression results of estimating equation 10 with a LPM-FE. Each column shows the
marginal effect of receiving a different type of export signal on a seller’s probability to start exporting.
Standard errors in parentheses are clustered at the firm level. Significance codes: ***: 0.01, **: 0.05, *:
0.1.
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C.2 Benchmark robustness

C.2.1 Comparison of estimation methods

Table 7: Robustness - Nonlinear models - signal intensity

Model LPM-FE Logit-FE Logit-FE-IPP Probit-FE Probit-FE-IPP

Coefficient for matching signal 0.0043∗∗∗ 0.0348∗∗∗ 0.0346∗∗∗ 0.0187∗∗∗ 0.0186∗∗∗
(0.0011) (0.0059) (0.0060) (0.0034) (0.0034)

APE for matching signal 0.0043∗∗∗ 0.0050∗∗∗ 0.0051∗∗∗ 0.0047∗∗∗ 0.0049∗∗∗
(0.0011) (0.00089) (0.00090) (0.00091) (0.00091)

firm FE yes yes yes yes yes
destination-year FE yes yes yes yes yes

Observations 474,830 475,928 475,928 477,263 477,263

This table compares regression results of equation 10 for different linear and non-linear models. Standard
errors in parentheses are clustered at the firm level. Significance codes: ***: 0.01, **: 0.05, *: 0.1.

C.2.2 Different fixed effect specifications

Table 8: Robustness - Fixed effects

Model: (1) (2) (3) (4)

Variables
matching signals 0.0043∗∗∗ 0.0052∗∗∗ 0.0043∗∗∗ 0.0041∗∗∗

(0.0011) (0.0008) (0.0010) (0.0010)
Peer characteristics yes
Firm destination experience yes yes
Firm characteristics yes

firm FE yes
destination-year FE yes yes yes yes
firm-year FE yes yes yes
firm-destination FE yes yes

R2 0.127 0.293 0.424 0.435
Observations 474,830 929,117 929,117 904,896

This table compares regression results of equation 10 for different fixed effect specifications. Standard
errors in parentheses are clustered at the firm level. Significance codes: ***: 0.01, **: 0.05, *: 0.1.
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C.2.3 Network threshold

Table 9: Robustness - 5% network threshold

Model: (1) (2) (3) (4) (5) (6)

Variables
matching signals 0.0088∗∗∗

(0.0022)
non-matching signals 0.0001

(0.0002)
total signals 0.0002

(0.0002)
EEA signals 0.0001

(0.0005)
border signals 0.0015∗

(0.0009)
history signals 0.0004∗

(0.0002)
Peer characteristics yes yes yes yes yes yes
Firm destination experience yes yes yes yes yes yes
Firm characteristics yes yes yes yes yes yes

firm FE yes yes yes yes yes yes
destination-year FE yes yes yes yes yes yes

R2 0.124 0.124 0.124 0.124 0.124 0.124
Observations 363,607 363,607 363,607 363,607 363,607 363,607

This table compares regression results of equation 10 using a 5% buyer sourcing threshold to define
relevant network linkages. Standard errors in parentheses are clustered at the firm level. Significance
codes: ***: 0.01, **: 0.05, *: 0.1.

C.2.4 First-time exporters

Table 10: Robustness - First-time exporters

No export activity before: baseline 2003 2006 2012

Variables
matching signals 0.0043∗∗∗ 0.0092∗∗∗ 0.0079∗∗∗ 0.0112

(0.0011) (0.0028) (0.0031) (0.0077)
Peer characteristics yes yes yes yes
Firm destination experience yes yes yes yes
Firm characteristics yes yes yes yes

firm FE yes yes yes yes
destination-year FE yes yes yes yes

R2 0.127 0.233 0.229 0.373
Observations 474,830 140,622 112,884 25,014

This table compares regression results of equation 10 focusing on sellers with no export experience at
the firm-level up to the indicated year. Standard errors in parentheses are clustered at the firm level.
Significance codes: ***: 0.01, **: 0.05, *: 0.1.
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C.3 Endogenous network formation

This section provides additional details on how to obtain selection correction terms needed

to estimate equation 14.

To begin with, we need to estimate the dyadic formation model outlined in equation 12

which poses two distinct challenges. A first challenge relates to the large sample size n.

As the model requires us to estimate the linkage probability between any pair of firms

operating in Belgium, each firm in theory considers all n− 1 other firms as candidates for

establishing a linkage. Including all n ∗ n − 1 firm pairs in our dyadic formation model

is not only computationally infeasible given our sample includes around 100k firms per

year, but also highly unrealistic as firms are unlikely to consider the entire population of

firms as matching candidates when searching for an individual business partner. A second

challenge is that even if the size of candidate sets becomes computationally feasible, the

exact candidate set a firm considered in the matching process remains unobserved. Both

challenges require additional assumptions which we discuss in turn.

To reduce the dimension of the problem, we impose several restrictions on the n x n

firm-to-firm interaction matrix. Instead of treating all n− 1 firms as potential matching

candidates for an observed linkage sij,t = 1, we only consider firms as candidates if they

operate in the same 4-digit NACE industry as the actual match and themselves have

interacted with firms in the same 4-digit NACE sector of firm i. All candidates which

do not meet these criteria are dropped from the candidate set which implies that they

were never considered as potential business partners for the observed B2B linkage. This

two-sided sector-specific restriction will create a distinct candidate set for each observed

linkage and significantly reduces the size of the candidate set such that on average we are

left with 50 candidates per observed match.

While this selection potentially introduces some error by potentially excluding individual

candidates which firm i did consider as business partners in the matching process, we

believe that restricting candidate sets to the sector of the actual match j is intuitive and

expected to preserve the majority of true candidates.

As we do not know which of the 50 candidates firm i actually considered in the matching
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process, we restrict the number of candidates a firm considers per match to nrandom =

{1, 5, 10, 20}, take a random sample and estimate the dyadic formation model with a logit

model for a given draw of nrandom candidates plus the actual match. As shown in figure 14,

the estimated coefficients θ of the network formation model which controls for individual

firm employment and productivity, bilateral distance, common language and past linkage

status hardly vary across random samples within a particular candidate set size nrandom.

This indicates that selection correction terms does not depend on the variation created

from random sampling within given set size, but may still lead to different results due

to differences between imposed set sizes nrandom. To mitigate concerns that our results

might be driven by the chosen candidate set size, we employ the rare events correction

introduced by King and Zeng (2001) which accounts for the different ratios of events

(sij,t = 1) to non-events (sij,t = 0) created by the choosing a distinct candidate set size

nrandom.

We then use the estimated formation coefficients θ to predict linkage probabilities p =

P (Sij,t−1 = 1) = eUij,t(θ)

1+eUij,t(θ)
and compute selection correction terms Ξ̂i,t−1 as shown in

equation 15 in the main text.
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Figure 14: Variation of network formation coefficients by candidate set size

The figure plots the results of network formation equation 12. For each candidate set size
nrandom, we draw 100 random samples and display the resulting coefficients relative to the
coefficient value of the first draw which we index to 100.
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C.4 Signal heterogeneity regressions

In this section we provide additional details for the signal heterogeneity results presented

in Figure 15. All panels show matching signal coefficients obtained from estimating equa-

tion 10 via a LPM-FE. The only difference to our benchmark results is that matching

signal counts are disaggregated by linkage or peer type to assess the impact of underly-

ing network heterogeneity. The disaggregation exercise in each panel uses the following

definitions:

• Panel (a) uses three approaches to separate linkages into strongly and weakly de-

pendent. First, by ranking ranking all buyers j based to their sourcing share from

seller i. Buyers above the median rank are then defined as more dependent and

vice versa. As an alternative, we use the observed sourcing shares to define strongly

dependent buyers as those that source at least 50% (90%) of domestic inputs from

seller i.

• Panel (b) defines linkage persistence as the number of consecutive years a seller-buyer

pair ij have interacted with. Incoming export signals are then assigned according to

the maturity of linkage ij in year t. To ensure all linkage maturities can be observed

in our sample, regressions only consider entry decisions after 2006.

• Panel (c) considers export signals received from backward, forward and mixed link-

ages. The three linkage types reflect the relationship of buyers and sellers in the

production network. Backward linkages capture signals received from buyers, for-

ward linkages capture signals received from suppliers and mixed linkages capture

signals received from firms which simultaneously act as buyers and sellers for firm i.

The third regression in this panel excludes export starts of wholesalers by droppings

operating in NACE sectors 45, 46 and 47 from the sample.

• Panel (d) disaggregates incoming export signal by peer size. We define large an

small firms based on sales and use median sales as the cutoff value.

• Panel (e) studies the credibility of export signals in three distinct ways. First, by
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investigating whether peer entries are persistent or immediately leave the market in

t+1. Second, by checking whether exports to the new destination account for more

than 1% of total peer exports in that year. Third, by examining whether exports

to the new market account for more than 1% of total exports in the firm’s 4-digit

NACE sector.

• Panel (f) finally uses NACE sectors 45, 46 and 47 to identify wholesalers and sepa-

retly counts export signals originating from wholesaler and non-wholesaler networks.

The main results of this exercise are briefly summarized in the main text in section 6.2.4.

Here we provide additional details about the interpretations of individual signal hetero-

geneity regressions.

We start by comparing how the strength of B2B linkages shapes the impact of export

signals. To this end, panel (a) plots the estimated coefficients of matching signals that

have been received via different linkage types. While the seller-specific rank of individual

buyers does not seem to matter for the strength of network effects, receiving a signal from

buyers which rely on a single seller for a majority of their sourcing (B2B sourcing shares

above 50%) appears to have a stronger impact on subsequent entry decisions of sellers.

While signals received from buyers with more diversified sourcing strategies still facilitate

entry, this suggests that linkage dependency amplifies the impact of export signals.

In panel (b) we study how the duration of the B2B relationship affects network effects.

Although network linkages are often sticky given the non-negligible fixed costs involved

in identifying suitable business partners (Martin et al., 2020), we find that both new and

persistent linkages facilitate export entry. This suggests that sellers not only respond to

signals received from trusted sources but also remain open to insights from new business

partners.

A last linkage characteristic which we investigate in panel (c) is the direction of the un-

derlying supply chain interaction. While our analysis focuses on backward linkages where

sellers receive signals from their buyers, network effects might also arise from forward (the

network of suppliers) or mixed linkages where firm i simultaneously acts as a buyer and

a supplier for peers j. Coefficients obtained from our benchmark equation 10 with weak
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and strict FE suggest that all three linkage directions facilitate export entry. A striking

results is the large effect of signals received from mixed linkages which are almost three

times larger than backward and forward effects. A closer inspection of mixed linkages

reveals that most of them involve large wholesalers which naturally hold a dual role as

both buyers and sellers in the domestic production network. To ensure that our findings

do not simply reflect entry decisions of wholesalers, we re-estimate our strict FE specifi-

cation excluding export starts of firms i which operate in NACE sectors 45, 46, and 47.

Our results show that non-wholesalers only benefit from signals received from backward

linkages while forward and mixed linkages no longer promote export entry. Wholesalers

which hold special position in domestic production networks therefore seem to benefit

from a wider exposure to specialized export information along all three linkage directions,

whereas all other firms exclusively benefit from signals received through backward link-

ages. As our study set out to study network heterogeneity for the entire population of

firms, a focus on backward linkages appears to be reasonable. Nevertheless, we take the

uncovered sectoral heterogeneity of network effects into account and present additional

results for wholesalers in panel (f).

In panels (d), (e) and (f) we study the impact of peer heterogeneity on network effects.

Panel (d) starts by investigating the role of peer size. Our findings show that export

signals originating from small and large firms both matter for the observed conducive im-

pact on export entry, but also reveal a substantial degree of homophily in the underlying

network effects. While foreign market access large firms is disproportionately driven by

interactions involving other large firms, the opposite is true for small firms. Our method-

ology is not equipped to uncover the underlying mechanism at play, but clearly suggests

an unequal response of firms to interactions with peers of different size.

Next, we investigate whether the credibility of export signals shapes the entry behavior

of sellers. Results are presented in panel (e). Our first disaggregation accounts for the

export behavior of network peers one year after they emitted an export signal. Cases in

which peers immediately leave the foreign market after their initial entry could indicate

a bad experience which nullifies the positive impact of the emitted signal for the receiver.
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Our results do not corroborate this claim suggesting that peers’ post-entry behavior has

no impact on the strength network effects. Conversely, we do find that signals which are

more credible because they account for a significant share in the peer’s own or sectoral

exports have a larger impact on the receiver. While our benchmark analysis treats each

incoming signal equally, firms do seem to differentiate between signals they receive which

likely leads to an underestimation of the true network effect.

Lastly, we return the role of wholesalers in panel (f). Trade intermediaries have been

shown to play an important role for firms to access foreign markets by initially allowing

them to circumvent high entry barriers via indirect exporting before ultimately entering

the market directly (Connell et al., 2019). Our mechanism generalizes this idea by consid-

ering each firm’s entire network as a source of promoting export entry. This allows us to

separately account for the role of wholesalers and non-wholesalers in diffusion of export

signals. Our results reveal that this distinction is crucial for understanding aggregate

network effects. While export signals from wholesalers do contribute to foreign market

access of other wholesalers, this is not true to the entire population of firms. Instead, the

majority of network effects seems to be driven by non-wholesalers which underlines the

importance of considering the entire production network when estimating network effects.
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C.5 Signal geography

Figure 16: Geography of matching signals

Note: This figure plots results of from a version of equation 10 in which export signals are disaggregated by the geographic

location (NUTS codes) of the buyers and sellers. Belgium consists of 4 regions (NUTS 1), 11 provinces (NUTS 2) and 44

arrondissements (NUTS 3). We use these codes to define 4 mutually exclusive categories for buyer-seller location pairs.

Signals in the "same region" category for example originate from buyers within the same region but outside the seller’s

province.
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